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1. INTRODUCTION
Understanding and semantic annotation of multimedia con-
tent have been identified as important steps towards more ef-
ficient manipulation and retrieval of visual media. Although
new multimedia standards, such as MPEG-7, provide im-
portant functionalities for manipulation and transmission of
objects and associated metadata, the extraction of semantic
descriptions and annotation of the content with the corre-
sponding metadata is out of the scope of these standards
and is still left to the content manager. However, since
the generation of annotations manually is tedious and of-
ten expensive, methods to automatically annotate images
with semantic descriptions are under active research. In the
aceMedia IST FP6 project1, ontologies and Semantic Web
technologies are employed in order to achieve a knowledge-
based semantic analysis of multimedia content. This allows
for more generic algorithms not limited to specific objects,
but capable to handle a diverse number of concepts depend-
ing on the provided domain knowledge.

In this paper we present M-OntoMat-Annotizer, a tool cov-
ering the step of knowledge acquisition for automatic an-
notation of multimedia content. The tool allows to extract
MPEG-7 visual descriptors [1] from both images and videos
and to store these descriptors as so-called visual prototypes
of ontology classes. The prototypes are stored as RDF
instances using a RDF version of the MPEG-7 visual de-
scriptors. The prototype approach specifically provides an
OWL-DL friendly way of linking classes to concrete visual
characteristics. In the following we first present the overall
knowledge-assisted analysis framework, and then continue
with M-OntoMat-Annotizer. We conclude with a short out-
look on future work.

2. KNOWLEDGE ASSISTED ANALYSIS
Analysis of multimedia content is under active research for
several years now, and progress has been made in several

1http://www.acemedia.org/
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application domains, such as person detection or face recog-
nition. However, all these approaches have in common that
they are limited to very specific problems and lack the ap-
plicability for other domains. In [2], we propose an architec-
ture for automatic annotation of multimedia content that is
independent of specific algorithms, but uses ontologies en-
riched with low-level features to label regions in images with
semantic concepts.

In order to handle the semantic gap in multimedia content
interpretation, aceMedia proposed and implemented a com-
prehensive ontology infrastructure. An important part of
this infrastructure is the Visual Descriptor Ontology (VDO),
developed to link ontology concepts to low-level visual de-
scriptors. It is based on MPEG-7 but modeled in RDFS,
which allows for the direct integration with other RDF data
used throughout the project. The descriptors are repre-
sented as so called prototypes, which are instances of the
domain concepts linked to specific visual descriptors. The
additional super-concept Prototype assures that prototypical
instances can later be distinguished from the ”real” meta-
data. By using the prototype approach to represent the vi-
sual features of concepts, we avoid direct linking of concepts
to instances, and the ontologies are kept OWL DL compat-
ible. Details about the aceMedia Knowledge Infrastructure
and the VDO in particular can be found in [3].

We will shortly outline the analysis procedure for still im-
ages. Initially the image is segmented into a number of
regions. For each region the MPEG-7 visual descriptors
are extracted and then compared to the prototype instances
stored in the active domain ontology. Using this approach,
for each domain concept a distance to the descriptors of the
region can be computed. This allows to decide which con-
cept provides the best match for the specific region. Finally,
the region is labeled with the concept providing the smallest
distance. Apparently, the algorithm is domain independent,
since it uses a generic distance computation which only re-
lies on the visual descriptors. The concepts that can be
detected, and especially the definition of the concepts, are
completely defined in the ontologies and the extracted vi-
sual prototypes, so that switching the algorithm to another
domain could be easily achieved by providing a different do-
main ontology and according prototypes.



3. M-ONTOMAT-ANNOTIZER
In order to exploit the ontology infrastructure mentioned
above and enrich the domain ontologies with multimedia
descriptors, M-OntoMat-Annotizer (M stands for Multime-
dia) [3] was implemented. The development was based on
an extension of the CREAM (CREAting Metadata for the
Semantic Web) framework [4] and its reference implementa-
tion OntoMat-Annotizer2.

For this reason, the Visual Descriptor Extraction (VDE)
tool was implemented as a plug-in to OntoMat-Annotizer
and is the core component for supporting the initialization
of RDF domain ontologies with low-level multimedia fea-
tures. The VDE plug-in manages the overall low-level fea-
ture extraction and linking process by communicating with
the other OntoMat-Annotizer components.

The VDE Visual Editor and Media Viewer presents a graph-
ical interface for loading and processing of visual content
(images and videos), visual feature extraction and linking
with domain ontology concepts. The interface, as shown
in Fig. 1, seamlessly integrates with the common OntoMat-
Annotizer ones. Usually, the user needs to extract the visual
features (i.e. descriptors included in the VDO) of a specific
object inside the image/frame. M-OntoMat-Annotizer lets
the user draw a region of interest in the image/frame and
apply the multimedia descriptor extraction only to the spe-
cific selected region. Alternatively, M-OntoMat-Annotizer
also supports automatic segmentation of the image/frame;
whenever a new image/frame is loaded it is automatically
segmented into regions. The user can then select a desired
region or even merge two or more regions and proceed with
the extraction.

Figure 1: The M-OntoMat-Annotizer user interface

By specifying an instance of a concept in the ontology browser
and selecting a region of interest, the user can extract and
link appropriate visual descriptor instances with instances of
domain concepts that serve as prototypes for these concepts.
The created statements are added to the knowledge base
and can be retrieved in a flexible way during multimedia
content analysis. M-OntoMat-Annotizer saves the domain

2http://annotation.semanticweb.org/ontomat/

concept prototype instances together with the corresponding
descriptors, in a separate RDFS file and leaves the original
domain ontology unmodified.

M-OntoMat-Annotizer is publicly available as free software
through the aceMedia web site since last May3. An updated
version of the tool is expected to be published during sum-
mer 2006.

4. CONCLUSIONS
In this paper we presented M-OntoMat-Annotizer, a tool for
enriching domain ontologies with MPEG-7 visual descrip-
tors expressed in RDF. We also presented an approach to
exploit the stored information for the automatic and domain
independent annotation of images.

We currently plan further extensions of the tool. The main
focus will be on the implementation of a high-level multime-
dia annotation tool based on M-OntoMat-Annotizer. Ap-
parently this denotes the opposite direction of its current
purpose, i.e. not annotating the ontologies with low-level
features, but annotating the content with semantic meta-
data. Obviously, using the current plug-in, annotations
could be made on a region level. Especially using the au-
tomatic segmentation capability of M-OntoMat-Annotizer,
the detailed annotation would become less tedious. Fur-
thermore, the generation of such annotations leads to the
second planned extension: the extraction of spatial, topo-
logical and contextual knowledge from annotated content
that can be used for multimedia reasoning and improve the
automatic annotation significantly. Therefore, the tool can
both be used by users to annotate their images for later
retrieval or organization, but also as a means to generate a-
priori knowledge useful for the knowledge-assisted analysis
of multimedia content and multimedia reasoning.
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