
1

Understanding Ontologies

Enrico Motta
Professor of Knowledge Technologies

Knowledge Media Institute
The Open University

Preamble

Towards A New Generation of SW Applications



2

The Semantic Web

• 10-20 million semantic web documents
– Expressed in RDF, OWL, DAML+OIL

• 7K-10K ontologies
– These cover a variety of domains - multimedia, 

computing, management, bio-medical sciences, 
geography, entertainment, upper level concepts, 
etc…

The above figures refer to resources which are publicly accessible on the 
web

The Semantic Web today

• The Semantic Web is already in place and is characterized by a 
widespread production of formalized knowledge models (ontologies
and metadata), from a variety of different groups and individuals

The SW provides an infrastructure for large scale, distributed knowledge 
publishing

• “The Next Knowledge Medium - An information network with semi-automated 
services for the generation, distribution, and consumption of knowledge”

– Stefik, 1986
• “Knowledge modelling to become a new form of literacy?”

– Stutt and Motta, 1997

• It can also be seen as a large scale, heterogeneous knowledge base, 
which can enable a new generation of intelligent applications

Such availability of large-scale formalised knowledge is unprecedented in 
the history of AI

• And indeed much of AI research for the past 30 years has tackled the so-called 
knowledge acquisition bottleneck: how to acquire and represent effectively large 
amounts of knowledge to enable intelligent behaviour
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The Knowledge 
Representation Hypothesis

Large Body
of Knowledge

Intelligent Behaviour

“Any mechanically embodied intelligent 
process will be comprised of structural 
ingredients that we as external 
observers naturally take to represent a 
propositional account of the knowledge 
that the overall process exhibits, and 
independent of such external semantic 
attribution, play a formal but causal and 
essential role in engendering the 
behaviour that manifests that 
knowledge”

Brian Smith, 1982

The Knowledge Acquisition 
Bottleneck

Large Body
of Knowledge

Intelligent Behaviour

KA 
Bottleneck

Knowledge
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SW as Enabler of Intelligent 
Behaviour

Intelligent Behaviour

Next Generation SW Apps

NG SW Application 

Two years ago we launched a research programme 
entitled “Next Generation Semantic Web Applications”

The goal was to investigate the development of 
applications which could exploit the SW as a large scale, 
heterogeneous source of knowledge
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KBS vs NGSW Systems

Dynamic/Run-timeStatic/Design-timeOntology/Data 
Selection

Very VariableHighDegree of trust

Very VariableHighQuality of data

HeterogeneousHomogeneousRepr. Schema

Extra HugeSmall/MediumSize

DistributedCentralizedProvenance

SW SystemsClassic KBS

SW Gateways

Semantic Web
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• Focus on SW documents viewed as semantic content
– Not simply as documents

• Quality control
– Detects duplications
– Fixes obvious syntax problems

• E.g., duplicated ontology IDs, namespaces, etc..

• Structures ontologies in a network
– Using relations such as: imports, duplicates, sameAs, extends,

inconsistentWith,
• Provides interfaces for both human users and software programs
• Provides efficient API
• Automatically generates OMV data
• Supports formal queries (SPARQL)
• Semantics-informed ontology ranking
• Integrated with review system (Revyu.com)
• Plug-ins for Protégé and NeOn Toolkit

– These support ontology engineering through reuse of SW resources

Examples of NGSW



7



8



9



10

IEEE 
Intelligent 
Systems

May/June 
2008

Human-Ontology Interaction



11

faceted 

Issue: How can we facilitate the process of 
finding the right ontology?
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Finding ontologies on Watson 
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Summarizing ontologies

• What you need is a way to quickly get a 
‘gestalt impression’ of what an ontology is 
about

• People are able to summarize an ontology
– “The AKT portal ontology can be used to describe 

academic organizations. It covers concepts such as 
event, person, technology, project, etc..”

• That is, they can extract the key concepts
which can effectively summarise an ontology

Identifying Key Concepts

Project
Researcher
Phd Student
Technology 
Publication
Educational Organization
.
.
.
.
.
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Ontology Metadata

• Provides answers to pertinent questions about 
the content and provenance of the ontology in 
the library:
– What is the domain covered by an ontology?
– What are the key classes and concepts?
– Who developed the ontology?
– What is the policy for maintenance and distribution?
– What is the format of the ontology (syntax, 

language, tools used to build it, etc.)

From Natasha’s Talk

Research Issues

• What are the right concepts that could be used 
to describe an ontology concisely?

• Are there any principles/regularities in the way 
human beings extract ‘key concepts’ from an 
ontology?

• Can these principles be automated, to define 
algorithms that are able to characterize an 
ontology the way people do?
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Possible Applications

• To support the ability to create meaningful ‘snapshots’ of 
ontologies
– E.g., to support ontology understanding when browsing the SW 

with Watson
– E.g. when using an ontology engineering toolkit, such as NeOn, 

Protégé, TopBraid, etc..

• To support new navigation/visualization mechanisms, which
can improve over the rigid taxomonic displays provided by 
current ontology engineering tools

• To identify the ‘best concepts’ to classify, in automatic data 
classification scenarios
– Tx to FVH for suggesting this application

• To provide mechanisms for knowledge providers to advertise 
knowledge contents, without publishing the whole ontology
– ‘cautious knowledge sharing scenarios’

• The integration ensures 
that the OK architecture 
remains transparent to 
applications

– The application peers 
mediate between the 
Mini Watsons and the 
external apps, 
forwarding queries and 
collecting results

• Each Watson peer defines 
a separate ontology 
provider

– Architectural basis for 
“Cautious Knowledge 
Sharing” scenario

Application Role

Mini Watson Peer Role

Legend

Integration with peer-to-peer 
architecture

Watson Peers in
Open Knowledge 
architecture
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Choosing N concepts

• Challenge problem: Is there a way to 
automatically extract the ‘best’ N concepts 
which can be used to advertise an ontology?

• What are the criteria?…

Practical:
Identifying Key Concepts
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Generating key concepts 
from an ontology (V1)

• We developed a first version of the algorithm 
to identify the key concepts of an ontology, in 
order to test it with the selections made by 
human beings

• Specifically, our algorithm integrates the 
following three criteria:
– Density of concepts
– Natural Categories
– Coverage of isa hierarchy

Density

• Density is a value related to any category
• It is worked out taking into consideration the 

number of sub-categories, the number of 
properties and the number of instances of 
each category

• We consider 2 different types of density: the 
global density and the local density

Density(c) = (globalDensity(c) * weightG) + (localDensity(c) * 
weightL)
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Global Density

• The global density is a [0,1] value that describes how much a 
category is dense taking into consideration the whole 
ontology

globalDensity(c) = 
(n° sub categories(c) * 
weightS) + 
(n° properties(c) * weightP) + 
(n° instances(c) * weightI)

Global Density

• The global density is a [0,1] value that describes how much a category is dense 
taking into consideration the whole ontology
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Local Density

• The local density is a [0,1] value that 
describes how much a category is dense 
taking into consideration a limited part of the 
ontology

• We use the local density to understand 
whether a category C (that does not have a 
good global density) is significantly dense 
compared with its “relatives” (i.e. all the 
categories that I can reach starting from C
using at most two is-a relations)

Local Density

• Taking into consideration the previous example, only the 
categories “S” has a local density value that differs from 
their global density

localDensity(c) = 
globalDensity(c) /
max{

globalDensity(c),
globalDensity(relatives
(c))

}
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Natural Category (v1)

• Basic-level identification: 
“The level of specificity/generality of a concept within a 
conceptual hierarchy at which most people tend 
naturally to categorize it” [A Dictionary of Psychology, 
Oxford University Press, 2001]

• Label Simplicity: normally a natural category has a 
simple name. For example, “Chair” is ‘more ‘natural’ 
than “KitchenChair”

• Other constraints:
– root and leaf categories cannot be a natural category
– there can be at most one natural category for each branch

AA

II

LL

PP

AA

DD

II

LL

Example of the 2 
root-to-leaf paths that 
have the category “I”
in the middle (for this 
reason the basic 
level of “I” specified 
in the previous slide 
is 2)

the 
middle 
of the 
paths

Basic Level

• The basic level of a category X is an integer value that 
denotes how many times X is in the middle of a path from 
the root to a leaf
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Basic Level
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Name Naturalness

• The name ‘naturalness’ is a [0,1] value that 
describes whether a category name is a good 
name or not

• Normally, a natural category has a simple 
name

• All the categories with a compound name are 
penalized
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Natural Category (v1)

NaturalCategoryValue(c) = (basicLevel01(c) * weightL) + (nameGoodness(c) 
* weightN)

basicLevel01(c) =
basicLevel(c) /
Max {
for each x in the ontology then 
basicLevel(x)

}

nameGoodness(c) = 
1.0 -
(0.3 * (count(words(name(c))) -
1))

Coverage (v1)

• Taking into consideration a number n, the 
goal is to find one or more ontology 
coverages composed by exactly n categories

• There are 2 different kinds of coverage:
– total coverage
– partial coverage
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Total Coverage

• Example of a total coverage with 4 categories

AA

BB CC DD
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RR SS TT
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Partial Coverage

• Example of a partial coverage with 4 categories
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LL

PP
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YY WW

Z is not
covered
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Coverage & Natural Category 
(v1)

• The coverage algorithm developed is based on 
a preventive application of the natural 
category approach
– The natural categories identified represent a 

coverage for the ontology

• There can be 3 different cases (n is the 
number of the category for the coverage):
– # natural category = n
– # natural category > n
– # natural category < n

Minimum Standard Deviation

• From a set of n-coverages with the same 
coverage affordance, we select the one with 
the minimum standard deviation

• The standard deviation for a coverage C is 
worked out taking into consideration the 
number of categories that are covered by each 
category in C
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Combined Approach (first 
version): Work Flow

beginbegin

c = c = 
coverageApproaccoverageApproac

hh

count(ccount(c
))
==
11

count(dcount(d
))
==
11

count(ncount(n
))
==
11

yes

yes

endend

ye
s

n = n = 
filterWithNaturalCategoryApproach(c)filterWithNaturalCategoryApproach(c)

no

d = d = 
filterWithDensityfilterWithDensity

Approach(n)Approach(n)

no

choose one choose one 
in din d

no

Maximise
Nat. cat. score

Maximise
density score

Empirical Analysis

• 4 ontologies have been used for our tests
• We asked 8 ontology engineers to choose 20 

concepts they considered the most 
representative ones in the ontologies

• We also asked them to try and take into 
account the coverage criterion (but we did not 
mention any other criterion)
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Results

Ontology Number of 
categories

Common categories choosen by testers

biosphere 87 MarineAnimal, Plant, Animal, Vegetation, Bird, Fungi, Insect, 
Mammal, Microbiota, Reptile

music 91 Genre, Instrument, MusicArtist, MusicalExpression, Record, 
Medium, MusicGroup, Sound, Event

financial 188 bond, bank, contract, broker, dealer, stock, capital, financial_market, 
order

aktors portal 247 PUBLICATION-REFERENCE, PUBLICATION, EVENT, 
SOFTWARE-TECHNOLOGY, COMPUTING-TECHNOLOGY, 
ORGANIZATION, GEOPOLITICAL-ENTITY, PERSON

Testers’ agreement

mean: 74.68

Ontology % min. 
agreement

% max. 
agreement

% agreement 
among testers

biosphere 50 100 73,7499999

music 33,3333333 88,8888888 76,3888888

financial 44,4444444 100 75

aktors portal 37,5 87,5 73,6111111
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Correlation between algorithm 
and human experts

Ontology Common choices between the testers and the 
algorithm

%

biosphere Animal, MarineAnimal, Plant 30

music Event, Genre, Instrument, MusicalExpression 44,4444

financial broker, dealer, order 33,3333

aktors 
portal

COMPUTING-TECHNOLOGY, EVENT, 
ORGANIZATION, PERSON, PUBLICATION-
REFERENCE

62,5

mean: 42.5

How people select key 
concepts

• Experts appear to use:
– Density, particularly considering its sub categories
– Concepts with simple labels

• This tends to correlate with natural categories
– the popularity of the concept name

• Coverage does not appear to be so important
– Even though we explicitly asked people to use it

• In contrast with our algorithm, which tries to 
maximise coverage, people are prepared to 
select concepts that subsume each other, if 
they satisfy popularity and/or density and/or 
natural categories
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Algorithm (v2)

• We have revised the algorithm, which now
integrates the following four criteria:
– Density
– Popularity

• The popularity is an integer value equal or greater than 
0 retrieved observing how many results are returned 
by Google for a query composed by the name of a 
category

– Natural Categories
• We removed the constraint of at most 1 nat. cat. for isa path

– Coverage



31

Combined Method (final 
version): Work Flow

beginbegin

c = c = 
coverageAlgorithmcoverageAlgorithm

count(ccount(c
)=)=
11

count(pcount(p
)=)=
11

count(dcount(d
)=)=
11

yes

yes

endend

ye
s

d = filterWithDensity(c)d = filterWithDensity(c)
no

p = filterWithPopularity(d)p = filterWithPopularity(d)no

choose one choose one 
in pin p

no

Algorithm result

Ontology Algorithm choices % matches with testers’
choices

biosphere Animal, Bird, Coral, Crop, Crown, Dairy, Human, Insect, Leaf, 
Livestock, MarineAnimal, MicrobiotaTaxonomy, Moss, Mushroom, 
Plant, Poultry, Sponge, Vegetation

60

music Event, TimeLine, TimeLineMap, Cd, CorporateBody, Genre, 
Instrument, Medium, MusicalExpression, MusicalManifestation, 
MusicalWork, Performance, Record, Show, Signal, Item, Work, 
Agent, Group, Person

66,666666666

financial bond, capital, contract, contract_agent, cost, dealer, demander, 
financial_market, floor_broker, option_contract, order, organization, 
payment, price, security, specialist, stock, supplier, transaction, 
value

77,777777777

aktors portal ACADEMIC-STAFF-MEMBER, COMPOSITE-PUBLICATION, 
COUNTRY, EVENT, HIGHER-EDUCATIONAL-ORGANIZATION-
EMPLOYEE, IMPLEMENTED-SYSTEM, INFORMATION-
BEARING-OBJECT, INFORMATION-TRANSFER-EVENT, 
INTANGIBLE-THING, INTEGER, LOCAL-DISTRICT, MONTH, 
MUNICIPAL-UNIT, ORGANIZATION, ORGANIZATION-UNIT, 
PUBLICATION, SOFTWARE-TECHNOLOGY, STUDENT, 
UNIVERSITY, WORKING-PERSON

50

mean: 63.61
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AKTors portal without 
“INTANGIBLE-THING”

Ontology Algorithm choices % matches with 
testers’ choices

aktors portal ACADEMIC-STAFF-MEMBER, COMPOSITE-PUBLICATION, 
EVENT, GENERALISED-MEANS-OF-TRANSPORT, HIGHER-
EDUCATIONAL-ORGANIZATION-EMPLOYEE, IMPLEMENTED-
SYSTEM, INFORMATION-BEARING-OBJECT, INFORMATION-
TRANSFER-EVENT, MUNICIPAL-UNIT, ORGANIZATION, 
PUBLICATION, PUBLICATION-REFERENCE, PUBLICATION-
TYPE-EVENT, REFERENCE-TO-ITEM-IN-A-COMPOSITE-
PUBLICATION, SOFTWARE-TECHNOLOGY, TEMPORAL-
THING, UNIVERSITY, WORKING-PERSON

62,5

mean: 66.73

Conclusions (1)

• People appear to use reproducible 
mechanisms when selecting key concepts from 
an ontology, using both KR and psychological 
criteria

• The current version of the algorithm shows a 
good correlation with human experts
– However it can be improved

• Additional empirical studies to evaluate the 
validity of the approach are needed
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Conclusions (2)

• To a significant extent the Semantic Web is already in place
– It is not a dream…
– 10-20M semantic documents and 7-10K ontologies online

• NGSW apps are very different in nature from classical KBS.
– Emphasis on handling scale, heterogeneity and quality issues
– Deductive reasoning needs to be integrated with other 

technologies

• Our early prototypes give initial indications that relatively 
poor quality does not necessarily impede the development 
of useful apps
– See IEEE IS paper for more details

• As the SW infrastructure becomes more robust, large scale 
access and exploitation of online knowledge may become 
the predominant paradigm for knowledge-intensive apps


