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The aim of this workshop is to look at how an “ordinary user” might be able 
to tap into the resources of the Semantic Web, find out about the value of 
these resources for their work practice or their general web use, and feel 
compelled to use and perhaps even contribute to Semantic Web resources.  

A substantial part of current research is going into the creation and 
aggregation of semantic content. The content is necessary but insufficient 
condition for the Semantic Web. It is a means to improving the end user’s 
interaction with knowledge repositories. Thus, this workshop considers not 
only the usual “What content?” and “How to author the content?” questions, 
but also “Why, for which purposes, and how could content be (re-)used and 
re-purposed?”  

Users often move between several modalities and use tools, each designed for 
a particular purpose and audience. The pervasiveness of the standard Web is 
partly due to its appeal to non-specialists and immediate feedback when 
authoring HTML content. We want to look at the developments in making the 
Semantic Web more accessible and comprehensible to the end users. How can 
we facilitate the participation of these non-specialists in the development of 
the Semantic Web and its transplantation from a research incubator into 
everyday practice? What role does “instant gratification” to the user play in 
getting him or her involved in specifying and carrying out complex tasks 
within the Semantic Web? What tools and interfaces are likely to provide such 
a reward and thus help to break the barriers to the adoption of distributed 
environments and simplify interaction with large knowledge repositories?  

We are very pleased that we received such a positive response and as a result 
we can offer a subset of fourteen papers that were accepted as either short or 
long research papers. We also have a paper accompanying UserSWeb’s 
invited talk, which is this year given by Marja-Riitta Koivunen, an author and 
lead researcher on the Annotea project affiliated with the W3C. 

The submitted papers can be broadly classified in the following themes: 

o Information Extraction, Web Mining and Ontology Mapping 
o Semantic Portals and Semantic Navigation,  
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o Collaborative Filtering and Knowledge Sharing, 
o Semantic Services and Interfaces for Information Delivery 

I would like to thank all reviewers who helped with what was not an easy task 
of commenting on the submitted papers with the aim of improving and 
clarifying them. In addition to the members of the Organizing Committee, we 
are grateful to Michele Pasin (UK), Tom Heath (UK), Yuangui Lei (UK), Jan 
Paralic (Slovakia), Peter Bednar (Slovakia) and Peter Butka (Slovakia) for 
their assistance. 

Also, I would like to express my gratitude to Tim Chklovski, Hideaki Takeda 
and Maria Vargas-Vera for their contribution to making the initial vision of a 
workshop focused on the user aspects of the semantic web a reality. I am 
especially grateful for many interesting discussions, comments and 
suggestions that made this workshop proposal successful at ESWC 2005. 

Finally, a share of thanks belongs to the participants of the very first 
UserSWeb workshop, which has been held in conjunction with the European 
Semantic Web Conference (ESWC 2005, http://www.eswc2005.org) in a 
beautiful, historical Crete. 
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Annotea and Semantic Web Supported Collaboration 

Marja-Riitta Koivunen, Ph.D. 
Annotea project 

Abstract 

Like any other technology, the Semantic Web cannot succeed if the applications 
using it do not serve the needs of the users. Annotea is a Semantic Web based project 
for which the inspiration came from users' collaboration problems in the Web. It 
examined what users did naturally and selected familiar metaphors for supporting 
better collaboration. 

The selected metaphors were a good match also for demonstrating the use of the 
Semantic Web technologies. Metadata was generated in the form of Annotea objects. 
It enhanced collaboration by adding flexibility to the applications and easy creation of 
different views. Furthermore, Annotea objects also let users to make the metadata 
available beyond its original purpose for many other Semantic Web applications. 

The first phase of Annotea introduced Web annotations and replies, that formed 
reply threads, and the second phase, bookmarks and topics. All of these concepts are 
commonly used familiar metaphors that are general enough to suit for various 
purposes. As a result, normal users can easily create RDF metadata that can be 
merged, queried and mixed with other metadata. 

1 Introduction 

The original Web supports information sharing and collaboration between wide 
varieties of users, without requiring them to be computer scientists. The Semantic 
Web (SW) [5] focuses in providing more semantically exact data for machines and 
agents so that, as a consequence, the agents can better support users in finding the 
right information. But first the metadata containing the semantics needs to be 
generated.  

Often the metadata is generated by the users of the SW. While it can be done in a 
decentralized manner together with other users it can still be tedious. Humans are not 
at their best in providing or understanding complex, machine readable information. 
Furthermore, they are seldom motivated to provide the information just to help the 
Semantic Web. For the Semantic Web applications to succeed they need to bridge the 
gap between the needs of the human users and the requirements of the SW machines 
and agents. 

With Annotea [12] we wanted to experiment how we could enhance the 
collaboration in the Web with the help of the Semantic Web technologies [20, 6] that 
offer flexible tools for sharing the user data and semantics, easy extensibility, and 



6      Marja-Riitta Koivunen 

 

effortless merging and querying of the data. The idea of this Semantic Web Supported 
Collaboration (SWSC) was to support and enhance users' natural collaboration tasks 
and habits while examining and demonstrating the possibilities of the Semantic Web 
[13]. In that way, the metadata generation would not feel like an extra effort. 

As Annotea tools were targeted for normal users we wanted to use familiar 
metaphors to support the collaboration. We also wanted users to be able to create 
metadata as an integral part of the tasks that they were already motivated in 
performing instead of explicitly creating metadata for the Web. The created metadata 
is gathered into Annotea objects: annotations, replies, bookmarks, and topics. These 
concepts were created in two phases. 

During the first development phase we focused on examining how to help users, 
especially users in W3C working groups, to review and discuss the Web documents in 
the document context in addition to discussion lists. We developed Web annotations 
and replies that could be used for sharing comments, questions, discussion threads etc. 
on the context of the Web documents or other Web resources including the 
annotations and the replies themselves. The basic Annotea architecture was developed 
during this phase [12]. An important part of the architecture is the ability to store and 
retrieve the metadata from several annotation servers. 

During the second phase we concentrated in enhancing organizing and grouping. 
The Web users typically grouped resources by organizing links to them under HTML 
text headings. They could not easily share and reuse categories and other semantics 
attached to the resources. Annotea shared bookmarks and topics [15, 16] were 
developed to support the sharing of links to interesting Web documents or other 
resources and the sharing of link categories. Annotea design allows the users to use 
simple topics that they find natural even though the topics could be informal and very 
subjective, especially at the beginning of new work. When the users' understanding 
about the domain gradually evolves, the organization of the topics can evolve also. 
When the user learns about similar concepts in more standard ontologies and feels 
comfortable in using them she can create links that tie her own topics to these 
concepts. 

The SW technologies help Annotea to fulfill the users' needs in many ways. The 
use of standard SW metadata makes it easy to share annotations, bookmarks and 
topics with other users, share bookmarks and topics between different browsers, and 
query and present the annotation, bookmark and topic data in various views. 
Furthermore, with the SW technologies the users get additional benefits: the metadata 
can be easily combined with others users' metadata and it is also ready to be used by 
many other applications. 

In the following sections, we will describe in more detail the basic Annotea 
components, the Annotea metaphors and discuss how the users can benefit from the 
metaphors and the generated metadata. 

2 Basic Annotea Components 

Fig.1 presents the basic Annotea architecture. We have various RDF metadata stores 
storing Annotea objects, a user interface providing different views to the objects in 
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the context of the Web documents or other Web resources, and users collaborating via 
these objects. 

 
Fig. 1. The basic Annotea architecture. 

2.1 Annotea objects 

Annotea metaphors encourage users to create Annotea objects, such as annotations, 
replies, bookmarks, and topics. These are Web resources that have a URI, contain 
some RDF metadata, and normally include a property referring to some other Web 
resource. For instance, annotations have an “annotates” property for annotating a 
resource, such as a Web page or even another annotation. Bookmarks [14] have a 
“bookmarks” property for bookmarking Web pages or other resources such as 
annotations. In addition, the Annotea objects typically include a small set of core 
properties, such as a Dublin Core “description” for the description of the bookmark 
or a “creator” for the creator of the object. Other properties can be added if so 
wished. 

2.2 Web browser user interface 

The content of the Annotea objects can be presented in any Web browser user 
interface as XML text. However, to be usable for any user the normal Web browser 
needs to support Annotea metaphors. Currently, Annotations are supported in several 
browsers but they don't always have the same user interface or functionality. We 
developed the annotations and replies originally into Amaya [1] while Annozilla [3] 
provides a good implementation of annotations in Mozilla. We started also the 
bookmarks development with Amaya but currently the main Annotea shared 
bookmarks development is done in Firefox/Mozilla as Annotea Ubimarks [2]. In the 



8      Marja-Riitta Koivunen 

 

future we wish to collaborate more with Annozilla development so that bookmarks 
and annotations offer a seamless user experience. 

Some tools use Annotea objects but have extended them for their purposes. For 
instance, FilmEd [9] added time codes to be able to annotate films. Other browsers or 
tools that are not knowledgeable of the extensions may not be able to present the 
objects or parts of the objects. While the SW technologies help to make Annotea 
easily extendible the Web standards and browsers need to catch up in providing easier 
means for presenting these extensions to users. 

2.3 Annotea metadata stores 

Annotea objects metadata can be stored either locally, in Annotea servers or as 
published collections of Annotea objects in Web documents. The user can select from 
which of these metadata stores she wants to retrieve the Annotea objects. Similarly 
she can select a store for writing the created Annotea objects. 

For historical reasons the current implementations use the Annotea servers for 
storing annotations and publish the bookmark or topic collections as Web documents. 
We started by providing servers for annotations but noticed that it is better to allow 
users to start without first figuring out how to install a server. In addition, a Web 
document containing annotations can be useful for archiving purposes because a 
version of the document can be saved with the related annotations for that document 
in the current review cycle.  

Our future goal is to make this difference disappear and use Annotea servers also 
for storing bookmarks and similarly use the Web documents for storing collections of 
annotations. 

3 Web Browser User Interface and Annotea Metaphors 

Annotea uses several familiar metaphors to help users to attach the Semantic Web 
information to the Web resources as Annotea objects. All the metaphors were 
developed primarily to help solve user problems and secondarily to create metadata 
for the Web. We believe that this approach lead us to use more simple objects that can 
still be extremely beneficial, especially if the simplicity helps larger groups of users to 
provide the metadata. 

This chapter first explains annotations and replies, then bookmarks and topics and 
finally discusses ways to mix and extend the metaphors. 

3.1 Annotations and replies 

After looking the W3C standard review process for a couple of months at the 
beginning of 1998 the author generated a couple of user scenarios where working 
group members and editors could see review comments as annotations in the context 
of the reviewed Web documents. The development of Annotea annotations started 
from those scenarios and targeted specifically to help collaboration between groups of 
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reviewers or other similar users while allowing a user to belong to several of these 
groups. 

 

Fig. 2. Amaya interface to annotations and replies. 

Unlike centralized annotation services, such as ThirdVoice [25], or even early 
versions of Mosaic [21] which by default offered one annotation server, Annotea was 
focusing in providing a mechanism where every Web user could customize the view 
to the annotations according to the collaborative groups they belonged to. The 
Annotea users could control whether they wanted to see annotations and select which 
servers they wanted to subscribe to retrieve the annotation metadata from. In addition, 
Annotea provided means to do more detailed filtering of the annotations, for instance, 
to selectively show the annotations created by a certain user. 

Semantic Web technologies were used for implementing Annotea annotations for 
two reasons. They suited well for attaching information to resources and they helped 
develop SW technologies as part of W3C Live And Early Adoption (LEAD) 
philosophy [4].  

Semantic Web made it easy to offer some control and flexibility for the users. For 
instance, we provided a default set of annotation types but also demonstrated how the 
groups themselves could define their own types if they so wished [17]. When users 
wanted to reply to annotations we easily extended Annotea to add reply objects with 
thread views as well. 

The hardest part in this approach was to get the user interfaces implemented. 
Annotation content itself was relatively easy to present by using Web technologies, 
but making it as an integrated part of a browser and user experience was much harder. 
At the first phase we concentrated in co-operating with Amaya [1] browser 
developers to show a sample browser implementation. Several implementations were 
done to other browsers by other developers based on Amaya but with somewhat 
different functionalities and user interfaces. 

Annotea annotations are implemented in browsers but they can also be 
implemented as part of other tools. For instance, the developers of the SWOOP 
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ontology editor [24] found that the users were often confused of how to properly use 
the concepts provided by ontology. They added Annotea annotations as an integral 
part of the tool to make it easy to annotate the ontologies with clarifying explanations 
and to point out potential problems. 

3.2 Bookmarks and topics 

During the first phase many informal discussions were performed with users and 
additional user scenarios were developed. The need for categories was high on the 
wish list, especially status categories were needed to mark the processed annotations. 
During the second phase, we selected to focus our scarce resources to broaden the 
scope and add new Annotea objects, bookmarks and topics. This would help us to 
make sure that our approach was extensible and the metaphors could work together. 
In addition, this approach gave us a chance to experiment with some other ideas 
before going back and improving the annotation implementations. 

 
Fig. 3.  Bookmark and topic hierarchy. 

The shared bookmark metaphor with topics was perfect for Annotea as shared 
bookmarks could easily be seen as a variation of annotations. Furthermore, most users 
were not only familiar with bookmarks but had actually used traditional bookmark 
implementations. In addition, traditional browser bookmark user interfaces have a lot 
of enhancement possibilities that can benefit from the SW approach. For instance, the 
user interface can utilize the document context to remind the user that she has 
previously bookmarked the page or let the user define, share and link to other users' 
topics or categories. Furthermore, many other applications can utilize the bookmark 
metadata if it becomes widely available. 

Annotea topics allow users to create and maintain shared classifications or 
informal categories [18]. A bookmark can be cataloged under one or more topics and 
presented to the user in a topic hierarchy (see Fig. 3.). When a user browses pages she 
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can see that someone has bookmarked a page from the pagemark icon that opens up to 
show a list of bookmarks. 

 
Fig. 4. Following the link chain from bookmarks on this page to related topics and bookmarks. 

The Annotea topics can support early phases of innovations and research by letting 
the topics to be as vague as needed at the beginning and let the user to refine them as 
more learning happens or link them to concepts in well established ontologies when 
those are discovered and understood. Users collaborating in similar or related research 
areas can benefit from this information. They can see bookmarks on a current page 
and find related topics and other bookmarks to possibly interesting documents under 
these topics. For instance, in  Fig. 4. the user sees that the page about Groucho Marx 
has been bookmarked by looking the “Pagemarks” icon on the left side of the toolbar, 
opens the Bookmarks on page window sees two topics “Actors” and “Writers”, and 
the bookmarks related to “Writers” to find other “Writers”. 

The Annotea topics can easily define concepts outside the conventional categories, 
such as status (see Fig. 5.). If the topics are separated from the bookmark stores the 
user can define which aspects she is interested in at each moment by subscribing 
those topic hierarchies. Similarly, the presented bookmark stores can be selected in a 
certain domain area or by the research group depending on how they are organized. 
There are many possibilities for enhancing this user interface. 
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Fig. 5. Using topics for attaching status values for bookmarked XUL problems. 

3.3 Mixing metaphors 

The Annotea objects, especially annotations and bookmarks, do not differ very much 
from each other and can be easily thought as variations of the same class. However, 
we have also had long and intense discussions with users seeing annotations and 
bookmarks as a totally different concept and explaining that it would be confusing if 
bookmarks were annotations. On the other hand we have users who want to 
immediately extend the bookmarks so that they can refer not only to a Web resource 
with a URI but also to a part of a document in a similar way as annotations. 

The SW metadata of the objects is easy to extend in different ways but designing 
the user interface to be both simple and expressive enough is critical. Our current 
view is to keep things simple and see what happens when users start using these 
interfaces more. Our hope is to be able to experiment with Annozilla and Ubimarks. 
Maybe the users can create annotations to point to parts of the document and then 
bookmark that annotation to give it a category and make it easy to find. This would 
match nicely the way the annotations and bookmarks are combined in Fig. 6 
examining the real world usage of annotations and bookmarks. 

3.4. Extending Annotea objects 

New properties can be easily added to Annotea objects by using the SW technologies, 
however, SW does not yet offer good standard presentation and interaction 
definitions. Furthermore, if we want to support normal users to be able to do the 
extensions much more research is needed. Even if the users would select from a list of 
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predefined properties, or define a similar property to an already existing one, they 
would still need to do some learning of the properties. 

 
Fig. 6. Bookmarks and annotation concepts mix in the real world. 

Ontology editors and browsers, such as Protege [22], make the definition of new 
classes, properties, instances and presentations for them simple. However, the users of 
these kinds of editors need to have an understanding of classes and properties. While 
new Annotea objects or subclasses of them could be defined with such an editor, a 
person with some familiarity with the basic ontology concepts and as well as 
requirements for the Annotea objects is needed. With ontologies, it is often easy to 
define and standardize the user interface appearance as the set of possible properties 
are predefined. 

A definition language is needed for presenting the added properties in different 
views. Currently, the properties not known to the developer beforehand are often 
presented in an unordered list with property name, string value or a link. Another 
approach is to show only the known properties and there are use cases for both. 

Another aspect we want to be able to extend is the addressing mechanisms and 
some of the projects using Annotea have already implemented extensions. For 
instance, we want to be able to use SVG for defining piece of an image that is 
annotated or time codes to define part of a video. We also want to experiment with 
different context information. While the metadata extensions need some design, they 
are easy to accomplish with the underlying SW metadata. However, the user interface 
is problematic. 

We need an extension mechanism for adding user interface definitions related to 
the metadata extensions for already existing Annotea implementations. So far, we 
have experimented a little bit with IsaViz [11] by adding simple presentation rules for 
presenting the properties and their order. In the future, we hope to be able to add piece 
of presentation code as part of Annotea object extension to make the user interface 
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extensions simpler. The user interface extension could be a combination of 
presentation rules and scripting, for instance using definitions similar to XUL [26] or 
XForms [8]. 

In most cases, we don't expect normal users to write the Annotea object extensions 
but when new extensions are provided by experts they should be able to easily use 
them and understand them. Here, the direct benefit from SW technologies is for the 
developers. When it is easy to add new functionality, test them and change them 
according to user feedback, it is more probable that users will get what they need. 

4 Sample scenarios benefiting from Annotea metadata 

Annotation and bookmark metaphors make it easy for users to do what they are 
already familiar with. Annotations and bookmarks also solve user problems related to 
collaboration which motivates their creation. As a result from using Annotea objects 
for their own needs the users create SW metadata that can be easily reused by various 
other applications. Here are couple of examples of such applications. 

Spam annotations support collaborative spam filtering: 
Spam messages in discussion lists can be annotated by trusted users and the messages 
filtered away while not loosing any information from the archives. This is used at 
W3C discussion lists [19]. 

Bookmark and topic collections can be used as user controlled profiles: 
Users can use parts of their bookmark collections as user profiles when they visit 
services, for instance, a user visiting Amazon.com can ask similar books to the ones 
he has bookmarked on the Web in addition or in place of the information the service 
already has gathered of the user. 

Using bookmarks and topics for finding and categorizing related information: 
Data mining techniques can be used to find related resources by using connection 
paths provided by Annotea topic objects. This works even when the user is not 
subscribing the data stores and following the links like in Fig. 4. The topic objects can 
also help in naming the automatically found clusters of information in user 
understandable ways. 

Annotea bookmarks and topics objects could be used to enhance tools providing 
automatic collaborative browsing, such as Magpie [7]. For instance, the tool could 
provide links to related projects both automatically and by utilizing user generated 
bookmarks. With the help of topic object data these projects can be presented in 
category hierarchies initiated from users' own understanding. 

Organizing search engine results: 
Users can use bookmark or annotation collections with search engines to organize the 
search results. For instance, when using Google the bookmarks of an expert user 
group in a searched domain can be used to first show the resources in that domain 
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[23]. Alternatively given topics and their related topics found from the Web can be 
used to organize the results. 

Easy feedback channel for normal users: 
Annotations and bookmarks can be used as a feedback channel for many services and 
they can also be integrated with other SW applications. For instance users could 
bookmark the resources in applications, such as Museum of Finland [10], by using 
Annotea topic objects. If the application provides a bookmark server, the data from 
that can be used to analyze and further develop the used ontologies. 

5 Conclusions 

SW technologies can support users directly by helping them to generate reusable 
standard metadata or indirectly by helping the developers provide different views to 
the data. If we want a wide variety of users to contribute to the SW by providing 
metadata and benefit from the metadata they need both motivation in the form of 
helping them in their tasks and good metaphors that hide or make the technology 
understandable. With Annotea we used SWSC starting from analyzing users' 
collaboration needs for motivation and Annotea metaphors for making the necessary 
SW technologies understandable. 

Annotea metaphors successfully hide the underlying SW technologies from the 
users so that they can use SW fluently without even knowing about it. Users do need 
to know how to subscribe the data stores containing the various Annotea objects. 
Stores can be local files, global servers and or Web documents containing the 
metadata. Web documents offer users an easy alternative to get started without 
investing in installation of a server. They can also be used to archive snapshots of the 
selected Annotea objects outside the server. 

SW offers the developers an easy and flexible interface for merging metadata from 
several different sources and doing queries against it. Different views to the data can 
be created easily, and it is easy to let the users follow tracks of data from the 
information on the current page to possibly related information. Extending the SW 
data in Annotea objects is easy as well. Defining a simple user interface for 
extensions is relatively easy, but adding more complex user interface definitions to 
the extensions needs more research. 

The biggest direct benefit from the use of SW technologies and metadata is that the 
user generated metadata can be easily combined and reused in many other 
applications, such as user profiles for services, data mining and search engine 
applications. 
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Abstract. We present MoRe – a framework that allows one to extend a domain
ontology with a remotely invocable reasoning service applicable to concepts de-
fined in that ontology. Our approach bridges the gap between ontology and ap-
plication developers. We allow any reasoning service to be wrapped by a MoRe
ontology extension, the services ranging from generic logics-based reasoners to
specific black box software components. The application developer directly ac-
cesses these reasoning services through documents stated in terms of domain
concepts rather than dealing with remote procedure calls. We describe a case that
applies MoRe to an OWL-ontology of units of measure, and we demonstrate how
this extended ontology can be integrated into a unit conversion application.

1 Introduction

Ultimately, the Semantic Web [1] aims to significantly improve the experience of web
application end-users. To achieve this, the Semantic Web is to provide an environment
that enables an application developer to advance web applications beyond what we
observe nowadays. Ontologies are the keystones of the Semantic Web, and ontology
developers play a crucial role in developing that enabling environment.

It is believed that the current approaches to the Semantic Web make it rather difficult
to develop applications needed so much to materialize the Semantic Web vision [2,
3]. A number of solutions to facilitate design of Semantic Web applications has been
proposed, ranging from authoring [4], browsing and annotation frameworks [5, 6] to
infrastructures for the Semantic Web Services [7]. These approaches address specific
aspects of the Semantic Web application development. In MoRe we take a step back
to see how ontologies can be extended to make them more attractive for application
development in general.

Presently, application developers do not profit much from the increasing availability
of domain ontologies. The latter are typically devised for representation of static domain
knowledge, whereas applications require problem-specific answers and computations.
Generic reasoners and query languages associated with formalisms like RDFS or OWL
are often not expressive, efficient and transparent enough to be used in applications. We
propose MoRe 1 – a simple approach to extend ontologies with application-oriented, but

1 “MoRe” used to be an acronym but with the development of our approach its original interpre-
tation has become irrelevant.



still generic concepts and reasoning services. This provides for solutions, arbitrarily on
the continuous scale between domain- specific ontologies (using generic reasoners) to
task-specific applications (using dedicated procedures). The objective of our approach
is to simplify application development by means of increased (re)usability of ontolo-
gies.

To improve the usability of ontologies MoRe extends them by providing an elemen-
tary mechanism for attaching a reasoning service to these ontologies. We believe that the
availability of a readily accessible reasoning service allows the application developer to
faster evaluate an ontology and to incorporate it more readily into an application.

Our approach can be illustrated by providing an example from e-Science, our field
of application. e-Science aims at providing automated support to researchers in per-
forming experiments and constructing models and theories. A simple but very important
quality requirement for scientific work is correct and consistent use of units of measure.
Traditionally, an application developer would construct a specific algorithm for unit
conversion, using an internal database of units and their values in terms of reference
units. With the availability of a units ontology, the application developer could instead
access this ontology to determine for example the conversion factor between two units.
In this case, he would profit from the shared knowledge provided by the ontology, but
he would still have to write specific code to employ this knowledge in the application.

In MoRe we extend the units ontology with an associated reasoning service. For unit
conversion, we define an additional but still generic concept ConversionExpres-
sion. In this case, the application developer only needs to specify a document with the
following content (simplified):

UnitsOntology
ConversionExpression

sourceUnit: inch
destinationUnit: yard

The appropriate middleware detects the ontology underlying the document, locates
it on the Web and applies the associated reasoning service to this input document. After
that the middleware sends the following document back to the application:

UnitsOntology
ConversionExpression

sourceUnit: inch
destinationUnit: yard
factor: 0.02777778

The resulting document contains a new fact (value of the factor property) allow-
ing the developer to convert inches to yards.

This example provides a simple illustration of the application of our approach. The
main motivation behind MoRe is to make ontologies more (re-)usable to application
developers. Moreover, MoRe can help to overcome the lack of expressiveness, effi-
ciency and transparency of present ontology languages (such as OWL) and associated
generic reasoners. We emphasize that we do not claim to replace or improve existing



formalisms, but rather to provide a pragmatic framework for applying more or less spe-
cific algorithms were needed.

In this paper we first introduce the “Unit Converter” scenario in Section 2 in which
we outline the main steps a developer takes to employ an ontology in the application at
hand. Then in Section 3 we outline the main ideas behind MoRe and in Section 4 we
apply our approach to the “Unit Converter” scenario. After that, in Section 5 we discuss
relationships between MoRe and present approaches to ontologies and Semantic Web
Services. Also we elaborate on how both the application and the ontology developers
are effected by MoRe and how they benefit from it. Finally, we conclude with Section 6.

2 The “Unit Converter” Scenario

To demonstrate the effect of MoRe on application and ontology developers we employ
the “Unit Converter” scenario. In the scenario we consider a task of developing an
ontology-based unit conversion application – Unit Converter – that assists a user with
conversion between different units of measure.

To develop the Unit Converter, an application developer begins with the application
domain analysis. As a part of the analysis, the developer searches for existing ontologies
covering the target domain. Let us assume that the developer has found an ontology of
units of measure describing the application domain.

The ontology of units of measure can for example be utilized to organize the unit
space in a way familiar to the end-user, to select subsets of units that can be converted
to each other and, finally, to determine a conversion expression between two given units
of measure. In this scenario we elaborate on the last application of the ontology.

Let us assume that the ontology describes a number of units of measure (yard, inch
etc) and a conversion factor between a unit and a corresponding reference unit. For
example, the ontology states that yard unit has the SI unit factor property with
value 0.9144 and for inch unit the value is 0.0254. In this example, the SI unit- part
of the property refers to meter unit (meter is the standard SI-unit for length), so the
previous sentence means that 1 yard = 0.9144 meter and 1 inch = 0.0254 meter. An
application developer can use the two property values to compute a conversion factor
between yard and inch: 1 yard = 0.9144 / 0.0254 inch.

At present we see two main styles of employing ontologies into applications. The
first approach is to extract relevant information from an ontology in application-specific
form (most often a database) and then employ traditional techniques to access the data
and to apply application logic to them. The pseudocode in Fig. 1 demonstrates dis-
tinctive features of such an approach. It includes the use of a data query language and
computation of the conversion factor in the application.

The main advantage of this approach is that as soon as relevant data is extracted from
the ontology, the application developer is able to apply conventional (and well-known)
techniques to access the data. The major drawback is that such an approach degrades an
ontology to the level of data and makes it difficult to use domain knowledge captured
by it.



computeConversionFactor (srcUnit, dstUnit, factor)

srcFactor=db.query(‘‘
SELECT SI_unit_factor
FROM ...
WHERE unit=srcUnit’’

).get(‘‘SI_unit_factor’’)

dstFactor=db.query(‘‘...WHERE unit=dstUnit’’).get(...)

factor= srcFactor/dstFactor

Fig. 1. Pseudocode of a traditional DB-based approach. Using general purpose ontology middel-
ware leads to a similar solution.

computeConversionFactor (srcUnit, dstUnit, factor)

reqDoc=
‘‘MyConversionExpression

type ConversionExpression
hasSourceUnit srcUnit
hasDestUnit srcUnit’’

resDoc=MoRe.process(reqDoc)

factor = resDoc.getProperty(‘‘hasConversionFactor’’)

Fig. 2. Pseudocode of a MoRe-based approach.

The second way to exploit an ontology in an application is to employ general pur-
pose ontology middleware, such as Jena [8] or Sesame [9], that provides storage, rea-
soning and query facilities for ontologies.

However, in our scenario the reasoning capabilities of the associated ontology lan-
guages do not allow us to compute the conversion factors in a feasible way (we elabo-
rate on this in Section 4). As a consequence, the second approach would be very similar
to the previous one, only the queries would be expressed in a different language and
applied not to a database but to a stored ontology.

In both cases, the application developer has to incorporate part of the domain knowl-
edge into the application. Nevertheless, it is natural to expect that the way a conversion
factor is computed is part of the units of measure domain. MoRe allows an ontology
developer to incorporate such domain knowledge as a domain-specific reasoning pro-
cedure connected to concepts from the units of measure domain. If an application de-
veloper would have such a MoRe-ontology to his disposal, the pseudocode depicted in
Fig. 2 could be used.



The major difference with the previous cases is that the application developer now
reuses domain knowledge about the conversion factor via the reasoning service pro-
vided by the MoRe-ontology. The second distinction is that the application developer
does not need an additional query language to utilize the domain knowledge captured
in the ontology. He only needs to refer to an instance of ConversionExpression
from the extended units ontology. We will elaborate on this in Section 4 and now we
introduce the main ideas behind MoRe in the following section.

3 MoRe in a Nutshell: Documents, Ontologies and Handlers

This section provides a compressed description of the MoRe framework. Section 4 fills
in missing details and describes how the proposed approach is applied to the introduced
scenario.

In MoRe we use the notion of Document to provide a unified view of Semantic
Web resources. All documents share the same structure (a collection of object-property-
value triples) and syntax (XML-RDF). A document describes a particular situation in
a domain and explicitly refers to exactly one MoRe-ontology. This ontology extension
defines a reasoning service applicable within that domain.

A MoRe-ontology (Fig. 3) extends conventional ontologies by serving as a reason-
ing service provider. To achieve this, a MoRe-ontology exposes exactly one handler
providing an entry point to a reasoning service. In MoRe we assume that the handler
can be invoked via HTTP POST-request with one document as an attachment. The han-
dler processes the attachment and delivers another document as its output. Essentially,
a handler is a black box and a MoRe-ontology provides the information sufficient for its
invocation: the handler’s URL. A MoRe-ontology can reuse reasoning services provided
by other MoRe-ontologies. This aspect will not be discussed further in this paper.

Conceptually, in MoRe we make use of a subset of RDFS (Class, Property,
subClassOf, subPropertyOf, type and label) extended with concepts rep-
resenting main MoRe concepts (MoReOntology, Document, Handler, URL) and
relationships between them.

Having obtained a document, MoRe-middelware is able to identify the extended
ontology underlying it and to apply the reasoning service described in this ontology. The
outcome of the reasoning service depends on domain-specific knowledge captured in
the ontology and the input document that represents a particular situation in the domain.
The ontology also provides terminology for input and output documents.

4 Applying MoRe

In this section we elaborate on the use scenario presented earlier and describe in de-
tail how MoRe-ontologies can be developed to support development of Semantic Web
applications. We also show how an application should be designed to utilize extended
ontologies.



Fig. 3. Relationship between MoRe-ontology, document and handler.

4.1 Designing a MoRe-Ontology

We now describe the detailed design of a MoRe-ontology that extends the ontology of
units of measure. In our case we employ UnitDim 2 for this purpose. One of the prob-
lems we faced during our initial attempts to exploit the knowledge captured in UnitDim
was the difficulty to access domain knowledge expressed in terms of OWL restrictions.
Another reason to extend UnitDim into a MoRe-ontology is the inability to compute
conversion expressions between units using state-of-the-art general purpose reasoners.
We have addressed the former problem by creating the UnitRS MoRe-ontology exten-
sion and the latter has been addressed by the UnitCS ontology extension. Since the
general design steps for both UnitRS and UnitCS are similar, in this paper we only
elaborate on the UnitCS ontology.

The fact that we develop a MoRe-ontology for an application may seem to contradict
the idea that ontologies should be application independent. However, we will see that
the developed MoRe-ontology does not lose any generality but only gains utility in our
approach. Moreover, we do not create a MoRe-ontology from scratch, but rather extend
UnitDim. This demonstrates how an existing ontology can be made more attractive for
application development and still preserve its generality.

Unit Conversion (UnitCS) Ontology UnitDim describes a quantitative relation be-
tween every unit and a single reference unit. The relation is called SI unit factor

2 Rijgersberg, H., Top, J.: UnitDim: an ontology of physical units and quantities.
http://www.atoapps.nl/foodinformatics. Sec. News (2004)



and represents a conversion factor between the unit and its counterpart from the SI
System of Units. Two such relations can be combined to determine the conversion fac-
tor between any two units. In principle, we could have used a general OWL-reasoners
to do so. Unfortunately, the OWL language cannot express this domain knowledge in
a feasible way. Given a subset of N units, such that any two units can be converted
to each other, in OWL we would have to use the complete enumeration of conver-
sion factors. This would result in N 2 property values instead of the more feasible N
SI unit factor values combined with a capability to infer the rest.

An application can employ the UnitCS ontology to describe documents which then
can be subjected to the reasoning service defined in UnitCS. The UnitCS ontology
employs the conceptualization defined in two ontologies:

– MoRe-Ontology – defines the MoRe framework (concepts and their interpreta-
tion). All MoRe-ontologies reuse this ontology. The handler defined in the MoRe-
Ontology implements the core of what we will be referring to as MoRe-middleware.

– UnitDim – is a conventional domain ontology expressed in OWL. The UnitCS rea-
soning service exploits domain knowledge captured in UnitDim about relationships
between units of measure.

From the ontological point of view, the UnitCS ontology extends UnitDim to in-
fer a conversion expression between convertible units. To achieve this we introduce
the ConversionExpression class to represent a ternary relationship between two
units and a corresponding conversion factor. The ConversionExpression class
has three properties:

– hasSource – points to a source unit, the unit to which we apply the conversion
factor;

– hasDestionation – points to the destination unit to which the hasSource-
unit is to be converted to;

– hasFactor – contains the numerical value of the conversion factor.

We design the handler for the UnitCS ontology in such a way that for every instance
of Conversion Expression contained in the input document, the handler deter-
mines SI unit factors for both the source and destination unit and combines them
to compute the corresponding hasFactor value. More precisely:

FactorsrcUnit,dstUnit = factorSIUnit,srcUnit/factorSIUnit,dstUnit.

The computed factor allows us to use the following conversion expression

srcUnit = FactorsrcUnit,dstUnit · dstUnit.

Note that the UnitCS ontology could have contained an OWL reasoner instead of
our custom-built handler if it could have provided the required functionality. In that
case we could see the UnitRS ontology as a wrapper around UnitDim and the standard
OWL reasoning mechanism.



An application exploiting the UnitCS ontology needs to have access to the MoRe-
middleware in order to utilize the reasoning capabilities of the UnitCS ontology. The
application uses the terminology defined in UnitCS to create a document describing an
instance of the ConversionExpression class (Fig. 6). In addition the document
contains a URL that points to the UnitCS ontology.

Having created the input document, the application submits it to the MoRe-middle-
ware. The middleware analyzes the document, locates its underlying ontology and in-
vokes the handler of that ontology. All inferred facts (statements) are added to the docu-
ment, which is then returned to the MoRe-middleware. The middleware, in turn, returns
the result document to the application. The application updates its state according to the
newly obtained information.

The above scenario demonstrates how the MoRe-framework allows the application
developer to abstract from calls to remote procedures. The essential point is that the
developer can stay at the conceptual level of domain terminology when requesting ex-
ternal domain knowledge.

4.2 Building the Unit Converter Application

We have employed the UnitRS and UnitCS ontologies in the Unit Converter 3 tool.
Figure 5 depicts the architecture of the Unit Converter. In the figure we can see three
distinct layers:

– The layer of traditional ontologies is at the top. The UnitDim ontology is the only
traditional ontology employed in our application.

– The application layer forms the bottom layer. Inside this layer we can distinguish
two sub-layers that represent the application logic and the user interface (UI). The
UI sub-layer accepts user’s commands and displays the relevant the application
state. In our case the user is able to perform three actions: select source (step 1 in
Fig. 4) and destination units, and ask for a conversion expression (step 2 in Fig. 4.
Two of the actions are connected to the application logic layer in which there are
two components responsible for determining 1) a set of convertible units and 2) a
conversion expression between two units.

– The application and ontology layers are connected by the MoRe-layer. The UnitRS
ontology provides a unit retrieval service which makes it easier for an application
developer to access domain knowledge captured in UnitDim. UnitCS extends Unit-
Dim with a new concept (ConversionExpression) and provides a reasoning
service capturing domain knowledge about this concept.
The application layer interacts with the MoRe layer in two ways. First, it employs
ontological terminology defined in MoRe-ontologies for interfacing purposes (doc-
uments). Second, it communicates with MoRe-middleware. The middleware is re-
sponsible for delivering the input document to the corresponding ontology (its rea-
soning service) and communicating the output document back to the application
layer.

3 The Unit Converter is accessible via http://www.cs.vu.nl/∼maksym/MoRe/



Fig. 4. Main steps of the Unit Converter applicaton



Fig. 5. The architecture and the user interface of the “Unit Converter” application. Numbers on
the UI screenshots correspond to the UI components in the application layer.

rdf:Description rdf:about=’’ceInst0’’
* hasFactor 0.0277776

hasSource rdf:resource=’’inch’’
rdf:type rdf:resource=’’ConversionExpression’’
hasDestination rdf:resource=’’yard’’

rdf:Description

Fig. 6. A simplified example of a document communicated between the application and MoRe
layers. Initially the document does not contain a line with “*” which is added by a reasoning
service.



Fig. 6 contains a fragment of input and output documents communicated between
the “Find Conversion Factor” component of the application layer and the MoRe layer.
The input document does not contain a line marked with “*”. The value of the hasFac-
tor property is computed by the UnitCS handler and added to the input document. The
initial situation reflects the state of the application after the user has selected the source
and destination units. The output document contains a new fact (hasFactor property
value in our case) which is used to update the application state (step 3 in Fig. 5).

5 Discussion

Despite its brevity, Section 3 describes the main ideas underlying the proposed frame-
work. Nevertheless, we believe that the potential impact of MoRe on ontology and ap-
plication developers can be significant. In this section we discuss the effect of MoRe on
the current approaches to using ontologies in applications. We also clarify the difference
between the proposed approach and the usual view on Semantic Web Services.

5.1 Explicating reasoning mechanisms

The proposed framework does not compete with existing approaches to ontology lan-
guages but rather complements them by explicating the link between an ontology and
an applicable reasoning mechanism. We believe that this can improve the flexibility of
ontologies and make it easier to develop ontology-based applications.

In Section 4 we have explained that state-of-the-art ontology languages such as
RDFS and OWL cannot determine a conversion expression between units of measure.
We believe that this problem is caused not only by lack of expressiveness of the lan-
guage but that it is rather a manifestation of the inflexibility of these languages. In
MoRe, the ontology developer can attach an arbitrary reasoning service to an ontology,
ranging from general purpose reasoners to dedicated, goal-specific algorithms. This
allows one to handle the limitations of present ontology languages. These limitations
become visible when designing real-world applications, either in terms of limited ex-
pressiveness or of limits in performance.

MoRe enables development of domain ontologies which are easy to apply. We sub-
mit that the success of knowledge-intensive ontologies will be determined primarily
by their usability in applications and only secondarily by their definition as a general
standard.

5.2 The Black-Box Approach to Capturing Domain Knowledge

In MoRe we apply the black-box model to represent a reasoning mechanism. Such a
non-declarative approach makes it impossible to reuse parts of the knowledge captured
within the black-box. We argue, however, that any declarative language also requires its
own black-box to interpret language statements.

In MoRe we leave it to the user to decide where to draw the border between a
declarative and non-declarative representation of domain knowledge. Usually, it is
much easier to initially capture knowledge in a procedural way because it does not



restrict the user to a particular declarative representation. Later on, some parts of the
procedural knowledge can be exposed in a declarative way. In this way, MoRe allows an
evolutionary transition from procedural to declarative knowledge representation. More-
over, sometimes it is just impossible to express domain knowledge in a declarative way.
For example, a neural network can be trained to organize domain objects into cate-
gories, in an inherently non-declarative way. Current approaches do not allow the user
to benefit from advances in such non-symbolic areas as evolutionary computing, ma-
chine learning and neural networks. We believe that in MoRe we enable the user to
combine declarative representation techniques with computational (AI) methods and
we are going to investigate this ability in our future work.

5.3 Software Components

One more benefit of the black-box approach is that any software component can be
represented in this way. This provides us with a link between software engineering and
ontologies. MoRe makes it possible for software component developers and ontology
engineers to combine their efforts to create reusable domain ontologies. In many cases
a software component can be relatively easily modified to become part of the Semantic
Web. The interface of the component must be reformulated to express input arguments
as RDF-XML documents. The terminology employed in the interface becomes part
of the component ontology and the logic implemented in the component defines an
applicable reasoning mechanism. We believe that MoRe will allow us to bridge software
engineering and ontological design, improving reusability of the former and flexibility
of the latter.

Additionally, MoRe allows application developers to abstract from the level of ex-
plicit calls to remotely invocable procedures to the ontological level, in which docu-
ments are created according to ontologies and reasoning is applied to those document
transparently to developers and end-users.

5.4 MoRe and the Semantic Web Services

The proposed approach is based upon ontologies and reasoning mechanisms readily-
available on the Web. We rely on well-established Web standards such as URI, HTTML,
XML and RDF to make the proposed framework operational. This results in a super-
ficial similarity between MoRe and the existing approaches to Semantic Web Services
such as OWL-S and WSMO. A detailed overview of present approaches to the Semantic
Web Services is given in [10]. Here we highlight the major differences between MoRe
and the Semantic Web Services in general and OWL-S in particular.

MoRe is a general extension to ontologies. In MoRe we provide the user with a general
mechanism to attach a reasoning mechanism to a domain conceptualization. It should
not be compared with, for example, OWL-S, which provides a conceptualization of the
domain called “Semantic Web Services”.

MoRe does not address problems of automatic discovery and composition addressed
by other SWS-techniques. Instead MoRe provides a simple framework enabling reuse
of ontology-based reasoning services. If desirable, additional reasoning services can be



plugged in into MoRe to address, for example, the automatic discovery task typical for
the Semantic Web Services.

MoRe promotes different usage patterns for ontologies. In Semantic Web Services,
ontologies are used to annotate a Web Service. To use this resource an agent has to
understand the annotation, reason about it and, finally, exploit the resource. In MoRe
an ontology is rather seen as a language that is used to express documents. We believe
that the language and the document have a value of their own. An ontology becomes a
resource directly exploitable by an agent. MoRe enables us to incorporate any compu-
tational activity into the reasoning stage transparently to the agent.

At the operational level, OWL-S primarily uses an RPC-style of interaction with the
service, focusing on the procedural approach to service specification. This, along with
the extensive exposure of internal service details in the process model contrasts with
MoRe, where we rely on the document-based interaction style with one predefined entry
point to the reasoning mechanism. We believe that such an approach is more flexible
and offers more opportunities to manage complexity by hiding details of reasoning.

6 Conclusions

We have proposed MoRe – a framework for development of ontology-based applica-
tions by enabling an explicit link between domain terminology and the appropriate
reasoning mechanisms. The proposed framework is based on documents and ontolo-
gies containing explicit references to remotely invocable reasoning services (handlers),
providing a simple and flexible foundation for development of ontology-based Web
applications.

We start with the observation that at some point any ontology requires a directly
invocable reasoning mechanism. MoRe provides a framework for linking this mecha-
nism, represented as a black-box, to terminology defined in the ontology. This approach
not only allows us to incorporate inherently non-declarative reasoning mechanisms, for
example based on neural networks, evolutionary computing or any software component
into an ontology, but also empowers the user to decide where to draw a border between
declarative and procedural representation of domain knowledge.

We believe that MoRe helps us to bridge the gap between ontological domain knowl-
edge and application development. On the one hand, it provides a pragmatic application-
driven view of extending ontologies. On the other hand, it facilitates application de-
velopment by enabling easy integration of reasoning services into end-user software
solutions. MoRe supports an evolutionary development path from existing (legacy) ap-
plications to ontology based services.

We are yet to obtain a definitive answer about the practical implications of MoRe and
a number of technical design decisions. In particular the question on how to combine
several ontologies with their respective reasoning services is to be answered. Our next
step will be to further validate and refine the method by applying it in the domain of
e-Science, in particular in managing scientific knowledge in models and experimental
data.
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Abstract. The h-TechSight Knowledge Management Portal (KMP) enables support for knowledge-
intensive industries in monitoring information resources on the Web, as an important factor in business
competitiveness. The portal contains tools for identification of concepts and terms from an ontology
relevant to the user’s interests, and enables the user to monitor them over time. It also contains tools
for ontology management and modification, based on the results of targeted knowledge extraction from
the web. The platform provides a means for businesses to keep track of trends and topics of interest
in their field, and alert them to changes. In this paper we focus on the tools for targeted search and
ontology management, driven by an ontology-based information extraction system, which has been
evaluated over a test set of 38 documents and achieves 97% Precision and 92% Recall.

1 Introduction

The growing pervasiveness of Knowledge Management (KM) in industry marks an important new water-
shed. KM has become embedded in the strategy, policy and implementation processes of institutions and
organisations worldwide. The global KM market has doubled in size since 1991 and is projected to exceed
US$8.8 billion in 2005. KM applications are expected to save Fortune 500 companies around $31 billion, and
the broader application cost has similar projected forecasts. Although the tools and resources developed in
h-TechSight are targeted towards SMEs, there are important implications for the growth and dispersion of
such new technologies to industry as a whole. h-TechSight aims to pave the way for such development by
providing a variety of knowledge management tools in its portal. In this paper, we focus particularly on the
underlying Information Extraction (IE) technology, and show how enhancing traditional IE with ontologi-
cal information can lead to more interesting and useful acquisition of knowledge and benefit real users in
industry.

The h-TechSight KMP is a knowledge management platform with intelligence and insight capabilities for
technology intensive industries. It integrates a variety of next generation knowledge management (NGKM)
technologies in order to observe information resources automatically on the internet, and notify users about
changes occurring in their domain of interest. There are various new technologies developed in this research:

– a tool/model for the development of ontologies, which can be used to describe concepts and trends in
the user’s domain of interest;

– a tool/model for the development of generic and targeted search agents which can use these ontologies
to search for business intelligence from diverse web-based sources;

– a platform for integrating information from various sources and consolidating, analysing and publishing
this information.

There are also new competences in the form of knowledge about porting the tools and methodologies into
any industry/technology, and about localising support services throughout Europe.
? This work is partially supported by the EU-funded Knowledge Web network of excellence ((IST-2004-507482) and

SEKT project (IST-2004-506826)
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1.1 Technology watch in the employment domain

Employment is a generic domain into which a great deal of effort in terms of knowledge management has
been placed, because every company, organization and business unit must encounter it. Human Resources
departments often have an eye open for knowledge management in order to monitor their environment in
the best way, and many recruitment consultant companies have watchdogs to monitor and alert them to
changes. There exist a variety of job search engines (portals) which use knowledge management extensively
to link employees and employers, e.g. JobSearch1 and Job Portals2.

The employment domain is also chosen for h-TechSight because it contains many generic kinds of concepts.
First this means that an existing IE system can more easily be ported to this domain (because it does not
require too much adaptation), and second, it does not require a domain expert to understand the terms
and concepts involved, so the system can easily be created by a developer without special domain skills.
These two considerations are very important in the fast development of a system to be used as an example
application [9].

The employment application in the KMP aims to alert users to technological changes, since job advertise-
ments are a very good indicator of moving trends in the field. By monitoring these advertisements over a
period of months or even years, we can examine, for example, changes in the requirements for particular skills
and kinds of expertise required, how salaries fluctuate, what kinds of qualifications are being demanded, and
benefits awarded to employees.

1.2 Monitoring of the news domain

The news domain is another clear area where it is important for companies to keep a close eye on techno-
logical developments in their field. Primary market players for this are the pharmaceutical industry and the
oil and gas industry. Pharmaceutical companies need to extract knowledge from diverse sources in order to
predict pharmacological and toxicological effects, for example integrating knowledge from newly acquired
organisations and keeping a close watch on news of and reports from their competitors. The oil and gas in-
dustry is currently faced with increasing pressures to create higher quality and more environmentally friendly
products, and therefore such companies need up-to-the-minute access to news, reports, and experiences of
colleagues around the world in order to leverage such information and respond to critical information requests
from government agencies. Our application for the news domain is aimed at helping companies to access and
monitor such information quickly and accurately, bringing new products, processes and technologies to their
attention, as well as tracking the progress of rival companies in the field.

1.3 The h-Techsight Knowledge Management Platform

In this paper we shall focus on the application mode of the KMP, which is used for analysing and enhancing
previously discovered information. The Targeted Search Module (Application Mode) can either be used
as standalone, if the user already has access to the information sources required, or combined with the
other tools in the platform such as the Generic Search module in order to discover such sources. In the
following sections, we shall describe the tools for the data-driven analysis of terminology in the portal. These
aim at creating semantic metadata automatically from web-mined documents, and monitoring concepts
and instances (domain-specific terms) extracted over time. We have developed sample applications in the
employment and news domains in the field of chemical engineering.

1 http://www.job-search.com/
2 http://www.aspanet.org/solutionstemp/jobport.html
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2 Ontology-based Information Extraction

The advent of tools and resources for the semantic web brings new challenges to the field of Information
Extraction (IE), and in particular with respect to Ontology-Based IE (OBIE). Such tools are being developed
within the context of projects such as SEKT3 and others (see Section 5). One of the important differences
between traditional IE and OBIE is the use of a formal ontology rather than a flat lexicon or gazetteer
structure. This may also involve reasoning. Another difference is that OBIE not only finds the (most specific)
type of the extracted entity, but it also identifies it, by linking it to its semantic description in the ontology.
This allows entities to be traced across documents and their descriptions to be enriched through the IE
process.

If the ontology is already populated with appropriate instances, the task of an OBIE system may be sim-
ply to identify instances from the ontology in the text. Similar methodologies can be used for this as for
traditional IE systems, but using an ontology rather than a flat gazetteer. For rule-based systems, this is
relatively straightforward, other than in the case of ambiguity. For learning-based systems, however, this is
more problematic because training data is required and collecting such training data is likely to be a large
bottleneck. Unlike traditional IE systems for which training data exists in domains like news texts in plenti-
ful form, there is a dearth of material currently available for semantic web applications. New training data
needs to be created manually or semi-automatically, which is a time-consuming and onerous task, although
systems to aid such metadata creation are currently being developed (see Section 5).

The advantage of OBIE over traditional IE is that the output (semantic metadata about the text) is linked
to an ontology, so this enables us to extract much more meaningful information about the text, for example
making use of relational information or performing reasoning. We therefore can get a much better ”snapshot”
of the text and draw more meaningful and useful conclusions from it. For example, in the employment domain,
identifying the locations where there are job vacancies is handy (as can be done with traditional IE), but
linking towns and cities to areas and countries provides us with much more useful information, because we
can then perform analyses about specific areas (for example, that the computer industry is growing in the
North of England, or that London-based jobs are providing better benefits packages than those in the rest
of the UK).

3 GATE

GATE is an architecture for language engineering developed at the University of Sheffield [1], containing
a suite of tools for language processing, and in particular, a vanilla IE system ANNIE. In traditional IE
applications, GATE is run over a corpus of texts to produce a set of annotated texts. In h-TechSight, the
input to GATE takes the form of a set of URLs of target webpages, and an ontology of the domain. Its output
comprises annotated instances of the concepts from the ontology. The ontology sets the domain structure
and priorities with respect to relevant concepts with which the application is concerned.

GATE’s IE system is rule-based, which means that unlike machine-learning based approaches, it requires
no training data [8]. On the other hand, it requires a developer to create rules manually, so it is not totally
dynamic. The architecture consists of a pipeline of processing resources which run in series. Many of these
processing resources are language and domain-independent, so that they do not need to be adapted to
new applications [6]. Pre-processing stages include word tokenisation, sentence splitting, and part-of-speech
tagging, while the main processing is carried out by a gazetteer and a set of grammar rules. These generally
need to be modified for each domain and application, though the extent to which this is necessary depends
on the complexity and generality of the domain. The gazetteer contains a set of lists which help identify
instances in the text. Traditionally, this is a flat structure, but in an OBIE application, these lists can be
linked directly to an ontology, such that instances found in the text are then related back to the ontology.

3 http://www.sekt.semanticweb.org
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3.1 GATE in h-TechSight

The GATE application performs targeted information extraction relative to a domain and ontology, enabling
statistical information to be gathered about the data collected. Inferences drawn from this information pave
the way for the monitoring of trends of new and existing concepts and instances. For example, companies
can track information about their rivals over time, and check for the emergence of new companies, products
and technologies.

The GATE application consists of 5 basic stages:

1. web mining application to find relevant documents (or manual input of relevant documents);
2. selection of concepts in which the user is interested;
3. information extraction;
4. visual presentation of results (annotation of instances) and statistical analysis
5. ontology modification (an ontology editor is used to enrich the existing ontology from the results of the

analysis)

The application uses two main inputs: a web mining application which feeds relevant URLs to GATE based
on the user’s query, and a domain ontology. Alternatively, the user can input their own relevant documents
to GATE. The texts are automatically annotated with semantic information based on the concepts in the
ontology. Instances in the text can not only be visualised (through colour-coding) but can also be output in
two forms: into a database for further processing, and in the form of a new ontology (DAML+OIL or RDF).

h-TechSight proceeds a stage further than traditional IE systems and other systems performing OBIE (see
Section 5), by not only performing metadata generation and ontology population (by adding new instances to
the ontology), but also by enabling the process of ontology evolution. By this we mean that the IE application
serves not only to populate the ontology with instances, but also to modify and improve the ontology itself on
the conceptual level. Statistical analysis of the data generated can be used to determine how and where this
should take place. For example, a set of instances will be linked to a concept in the ontology, but this concept
may be too general. A clustering algorithm can be used to group such instances into more fine-grained sets,
and thereby lead to the addition of new subconcepts in the hierarchy. h-TechSight is unique in performing
monitoring of the data over time, which can also lead to suggested changes in the ontology.

3.2 Application for the employment domain

For the employment domain in h-TechSight, a domain-specific application has been created, which searches
for instances of concepts present in a sample employment ontology. The ontology has 9 main concepts: Lo-
cation, Organisation, Sectors, JobTitle, Salary, Expertise, Person and Skill. Each concept in the ontology
has a set of gazetteer lists associated with it. Some of these (generic lists) are reused from previous ap-
plications, while others (domain-specific lists) need to be created from scratch. In total there are around
60 domain-specific lists, and 50 generic lists. The generic lists are quite large (around 29,000 entries) and
contain common entities such as first names of persons, locations, abbreviations etc. Collection of lists is
done through corpus analysis (examining the texts manually and/or performing statistical analysis to spot
important instances and concepts), unless a set of texts has been manually annotated by a user, in which
case, the list collection process can be automatic [5]. For the employment domain, we used a combination
of methods. We annotated around 20 documents manually and used this to collect lists automatically. This
enabled us to bootstrap the development of the system and then complete the lists through further text
analysis methods.

Grammar rules for recognition of new types of entities mainly use the gazetteer lists. However, not all entities
can be recognised just from gazetteer lists. Some entities require more complex rules based on contextual
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Fig. 1. Screenshot of Populated Employment Ontology in GATE

information. These may also use special lists that contain keywords and are used to assist such contextually-
based rules. Some of the keyword lists are also attached to the ontology, because they clearly show the class
to which the identified entity belongs. All lists that correspond to the ontology are ordered in a hierarchy
similar to the class hierarchy in the ontology. A section of the ontology, the mappings from the lists to the
ontology, and the contents of a list is shown in Figure 1.

The concepts in which we are interested can be separated into 3 groups. The first consists of classic named
entities which are general kinds of concepts such as Person, Location, Organisation. The second is more
specific to the chosen domain of employment, and consists of the following types:

– JobId - shows the ID of posted job advertisements;
– Reference - shows the reference code of the job position;
– Status - shows the employment/position type;
– Application - shows the documents necessary and the method of job application (e.g. by email, letter,

whether a CV should be sent, etc.);
– Salary - shows the information available in the text about salary rates, bonus packages, compensations,

benefits etc.;
– Qualification - shows the qualifications required for the advertised position, mainly a University degree;
– Citizenship - shows restrictions about the applicant’s citizenship, eligibility, etc.;
– Expertise - shows the required expertise / skills for the job.

For both groups, the grammar rules check if instances found in the text belong to a class in the ontology
and if so, they link the recognised instance to that same class and add the following features:

EntityType.ontology = ontology url,
EntityType.class = class name
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The third group presents instances already annotated with HTML or XML tags (if such exist), and consists
of the following:

– Company - contains the name of the organisation advertising the job;
– Date Posted - shows the date when the job advertisement was posted;
– Title - shows the job title;
– Sector - shows the sector of the job that is advertised.

If these are not already annotated in the texts, they are identified using further rules.

The grammar rules for creating annotations are written in a language called JAPE [2]. The rules are imple-
mented in a set of finite-state transducers, each transducer usually containing rules of a different type, and
are based on pattern-matching. In traditional IE applications, the rules find a pattern on the LHS, in the
form of annotations, and on the RHS an action such as creating a new annotation for the pattern. In OBIE
applications such as this, the rules also add information about the class and ontology on the RHS of the
rule. So for example the string ”PhD” found in the text might be annotated with the features:

{class = Postgraduate}
{ontology = http://gate.ac.uk/projects/htechsight/Employment}

This information is taken from the gazetteer, which is mapped to an ontology, as described earlier. In total
the application contains 33 grammars, which run sequentially over the text. Each grammar contains anything
from 1 to about 20 rules, depending on the complexity of the annotation type.

3.3 Adaptation to the news domain

The GATE application for the news domain is focused on the area of chemical technologies. For this, a new
domain-specific ontology and set of texts is required as input to the system. We have constructed a sample
ontology consisting of 13 concepts related to the technologies domain, such as Corrosion, Thermodynamics,
Optimization, Reaction, Equipment, etc. Some gazetteer lists were reused from the employment domain,
while others needed to be created from scratch and mapped to the ontology in the correct place. In total
there are 181 lists.

Some of the grammar rules used for the employment domain were directly reused for the news domain,
while others had to be created from scratch. The aim was to minimise the amount of adaptation necessary;
however, the nature of technical terminology makes generic kinds of rules very difficult to implement, because
of its specialised nature and the fact that not only are the terms different, but the syntax and structure of
more technical texts can be very different. A discussion of the problems in adapting an IE system to different
genres and domains can be found in [10,7]. For this domain, the help of a chemical engineering expert was
required, since it was impossible for a non-domain expert to understand correctly which instances should be
linked with which concepts, and therefore to construct appropriate rules.

Unlike the employment domain, the news application also finds relations between entities in the text. This
is accomplished by using JAPE grammar rules to search for instances belonging to two different concepts
in the hierarchy, and analysing the syntax of the text between the two instances using a Noun Phrase and
Verb Phrase chunker (also developed using JAPE grammars), to extract relevant relations based on verbal
groups. So for example, we use patterns such as < instance >< V erb >< Instance > to extract triples like
< TIPunit >< upgrades >< octane > (where ”upgrades” is a relation between the two terms TIP unit
and octane) from the sentence ”The TIP unit upgrades the octane of the feed to achieve research octanes of
close to 90 in the product”. We can then form clusters between related concepts, using information collected
about such relations and also infer other important knowledge. This is another example of how ontologies
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can help us to extract more useful information, because instead of simply linking instances from certain
annotation types (e.g. finding relations between Person and Organisation), we can progress up or down the
hierarchy in order to obtain more or less fine-grained information.

4 Presentation and analysis of results

The GATE application for the employment domain has been implemented in the h-TechSight portal as a
web service. The user may select a URL and choose the concepts for the ontology. Then by invoking the
service, a new web page is created with highlighted colour-coded annotations of the web page selected. The
results are collected by dynamically populating a Microsoft Access database, and their statistical analysis is
presented inside the KMP. The database has the following structure:

– Concepts: the concept which the record set of the database is about;
– Annotations: the instance of the record set annotated inside a document;
– Document ID: a unique ID for the document;
– Time Stamp: a time stamp found inside the document.

4.1 Monitoring instance-based dynamics

One of the most primitive dimensions of ontologies is the display of data as concrete representations of
abstract concepts, i.e. as instances. GATE leads the data-driven analysis in h-TechSight, as it is responsible
for extracting from the text instances represented in the ontology. Statistical analysis is then invoked to
present instance-based dynamics.

In the h-TechSight platform, we try to monitor the dynamics of ontologies using two approaches: dynamics
of concepts and dynamics of instances. Users may not only annotate their own websites according to their
ontology, but may also see the results of a dynamic analysis of the respective domain. They may see tabular
results of statistical data about how many annotations each concept had in the previous months, as well as
seeing the progress of each instance in previous time intervals (months). Following this analysis, end users
may also see the dynamics of instances by means of an elasticity metric that indicates the trend of each
individual instance. Developments in the GATE results analysis have eliminated human intervention, as the
results are created automatically in a dynamic way. The two approaches to the monitoring of dynamics are
described in more detail below.

Dynamic metrics of concepts are calculated by counting the total occurrences of annotated instances over
time intervals (per month). By clicking on the concepts, a user may see the instances related to a concept.
Instances are presented in a time series where the total occurrences per month and a calculation of an
elasticity metric of instances are presented in tabular form. The elasticity metric (Dynamic Factor) counts
the differences between the total occurrences of every instance over time intervals (per month) taking into
consideration the volume of data of each time period. The mathematical type that calculates the DF takes
into consideration the differences of volume of data (documents annotated by GATE) of each time period
(months).

4.2 Analysis of results

From Table 1 we can examine how particular kinds of expertise are being sought over a period of time.
Clearly, looking at just 3 months of data is not sufficient to make an informed analysis about trends, but
looking at data over a longer period of time will be a useful indicator. Instances with a negative Dynamic
Factor (DF) show an overall downward trend. The higher the dynamic factor, the greater the upward trend.
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Instances Dynamic Factor Jan Feb Mar
1 year as a J2EE designer -1 0 1 0
1 year JSP experience 48 0 0 2
2 years banking 23 0 0 1
2EE 145 0 15 6

Table 1. Dynamics of Instances for the Concept ”Expertise”

Instances Dynamic Factor Jan Feb Mar
ARC 145 0 12 6
Archimedia SA -1 0 1 0
Army 23 0 2 1
AT&T -1 0 2 0
AT&T Wireless -1 0 3 0
BA 23 0 3 1
BMI British Midland -335 1 3 0
British Airways -163 1 11 7

Table 2. Dynamics of Instances for the Concept ”Organisation”

From Table 2 we can see how frequently different companies are placing job advertisements on the portals
under scrutiny. One important fact to notice is that at the moment, if the same company is referred to in
two (or more) different ways, the results will be stored individually, thus skewing the figures. For example,
the counts for BA and British Airways are stored separately, because the system does not recognise that
these refer to the same company We are currently implementing a coreference mechanism to cluster such
term variants together, so that we only calculate one overall score rather than two separate ones. This is
also extended to cluster more loosely connected variants, so for example the term C and C++ might be
grouped together. In this way we can show two separate views of such clusters an overall count and DF for
the cluster, and a table showing details of the individual instances that form the cluster.

4.3 Evaluation of the IE technology

We conducted an initial evaluation of the IE application to see how well the system found relevant instances
of the concepts. We tested the system on a small set of 38 documents containing job advertisements in
the Chemical Engineering domain, mined from the website http://www.jobserve.com. The web portal is
mined dynamically using a web content agent written in WebQL, a commercial web crawling software4. We
manually annotated these documents with the concepts used in the application, and used the evaluation
tools provided in GATE to compare the system results with the gold standard. Overall, the system achieved
97% Precision and 91.5% Recall, with an F-Measure of 94.2%.

4.4 User Feedback

The KMP has been tested by real users in industry, such as Bayer Technology Services and IChemE. Users
found that it was very helpful in increasing the efficiency of acquiring knowledge and supporting project work
in industry, by helping to automatically scan, filter, structure and store the wealth of information available
on the web related to their needs. For Bayer, the potential areas of application spanned from research and
development, engineering and production, to marketing and management.
4 http://www.webql.com
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Users at IChemE, a leading international body which provides services for chemical engineers world-wide,
claimed that the employment application was a very sound idea, and that it ”would be a very valuable means
of graduates gaining a fresh insight into their jobs and related training which may be narrower than ideally
it should be due to company constraints (i.e. time and money for development!)”.

One important fact to note is that due to the complexity of the underlying system, it is not really feasible
for non-IE experts to adapt the system to new domains. However, since the system runs as a web service,
the end user need have no knowledge of the underlying technology in order to use the system, so this is not
necessarily a problem.

5 Related Work

There currently exist several other systems for automatic semantic metadata creation of web-based docu-
ments.

Magpie [4] is a suite of tools which supports the interpretation of webpages and ”collaborative sense-making”,
by annotating a text with instances from a known ontology. These instances can be used as a confidence
measure for carrying out some services. The principle behind it is that it uses an ontology to provide a very
specific and personalised viewpoint of the webpages the user wishes to browse. This is important because
different users often have different degrees of knowledge and/or familiarity with the information presented,
and have different browsing needs and objectives.

KIM [11] is an architecture for automatic semantic annotation developed within a platform for semantic-
based indexing and retrieval from large document collections. KIM contains an instance base which has been
pre-populated with 200,000 entities (mostly locations), and performs information extraction based on GATE.
Essentially, KIM recognises entities in the text with respect to the KIM ontology, and adds new instances
where they do not already exist.

The SemTag system [3] performs large-scale semantic annotation with respect to the TAP ontology. It first
performs a lookup phase annotating all possible mentions of instances from the TAP ontology, and then
performs disambiguation, using a vector-space model to assign the correct ontological class or determine
that this mention does not correspond to a class in the ontology.

h-TechSight and KIM both use the same core IE system, although KIM uses a general IE application
while h-TechSight uses one tuned to the specific domain and ontology being used. KIM supports ontology
modification in that it identifies new instances and adds them to the ontology. h-TechSight also supports
ontology evolution, whereby the actual structure of the ontology can be modified as a result of the instances
discovered, in a semi-automatic way (making suggestions to the user).

h-TechSight also has a slightly different goal from systems such as SemTag and KIM, in that these are
domain-independent, large-scale approaches, while in h-TechSight the IE algorithms have been specifically
created for particular domains and therefore can offer the extended functionality. Finding the balance be-
tween sophisticated functionality and good IE performance and domain independence is always difficult.
The approaches used in KIM and SemTag are more appropriate for large-scale automatic annotation sys-
tems, while user involvement in the process of adding new instances is more beneficial for domain-specific
applications which can afford to be semi-automatic and which, by their nature, are more suitable for user
involvement.

There are also many other research efforts in the area of NGKM. Two major projects in this area, which
are frequently referred to as grounding initiatives, are On-To-Knowledge5 and Vision6. Related research on

5 Content-driven Knowledge Management Tools through Evolving Ontologies IST-1999-10132
6 http://km-aifb.uni-karlsruhe.de/fzi/vision/
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Knowledge Management System development is discussed in detail in [12], but is not so relevant to this
work, where we focus on the application-specific tools in the KMP.

6 Conclusions

In this paper we have presented an application for automatic knowledge extraction, management and monitor-
ing in the Chemical Engineering domain, integrated in a dynamic knowledge management portal. Combined
with the other tools and applications for knowledge engineering found within the portal, it forms the basis
of a system for information retrieval, terminology acquisition and technology watch. GATE makes use of
terminological processing and domain-specific IE to evolve existing ontologies automatically and to enable
thte monitoring of domain-specific information relevant to the user. The application has been tested in the
Employment sector with excellent results, and has been successfully ported to other genres of text such as
news items and company reports.
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�� ���� �� ������� �������

"� �
������� �� ���� �������� ��� ���
�� �� �� ����������� ������� ����� 
�
��
��� �������� ��� �� ����� ��� ���� ������ ���� ����� ���� �� �� � ���������
������� ����� �� �� �� ���������� ���� �������� ��� ���� �� ���� ��Æ�
�� ����
� �� ��� ��������������

�� ���
�� ������� �������� ��� ������������ �����
��� �� ������ � ������ ��

�� ���� �� �����������+��������� ��������

��� ����� �� ������(�� �� ����� ��, 	� ��� ��������� �������� � � ���� �
�
����������� �� �
��� �����������+��������� ������� �������� ���� � ���� �
�� � ������� �� �
��� �� ��� ��������� �� � �������� -������� . ��� /0� 	� �������
1� �� ���
�� ����� ����������� ������� ������� ��� �����
�� ��� ����� �� �������
2�

� ���
������� ����
�	��
��

�� ��� ��
������ ���� ����*�� ��� �����������+��������� �������� ����� �����
�'��� ���� �
����� ��� ������������� �� �����������+��������� �������� 
�� �� ���
�
����� �� ��� ������� ��� ���
���� ���
� ���� �� ������� �� ������������ ����� ��
�����

"������ �� ��� �������� ���
� ���� �� ������� �� ��������� ����� �� ����� ���
�������� �� �������
���� �� ����������� ������� �� ������ �������� 
�� �� ���
������ ��� ������ �� ��� ���� �� 
�� ����������� ������� ����� �� ���� �����
�3��� ����� �� ���� ����
�� �� ���� �� ��������� 4�#�� ��� �� ��� 567 ������� �
�
���� ���
� �� ������� ������	���
�� ���� ���� ���� ������� �����*������ �� ������
�� ������ ������� �� �������� ��� ������������� ��� ����� ����������� ������
4������� ���� �
������� ����
�� �� �����(����� �� ������� �����*�������

�� ����� �� ���������� �� ������� �����*������� �
� ������� �����*������
���
�� �� ��3����� �� �����������+��������� ������� ������������� 	� 4��������

����8 ��� ����
���� �� )
����� ��9����� �� ����������� ������� ���
��� �� ���:
������� ��� �������� ������ ���� �� ���� �� �� ���� 	� �� � ���� ����
�� �
� ��
�����*��� ������ � ��� ����������� �� �����������+��������� �������� ����
�� ��:
���������+��������� ������� ����� ���� ���
������

�� ����� ���� �����������+��������� ������� ������������ ���
�� ���� �� �
����� �� �����*������ ���
������
���� ����� ������� �����*������ ���� ��� �� ��:
������ ���� �����
� �����������+��������� �������� ��� ������� �����*������
���� ��� �� �������� ����
�� �����������+��������� �������� 	� ������ �����
�3���� ��� 
���� �� �� ���
������ ���� ��� ������������� 	������ �����*������
��� �� �� ������ �� ���� 
���� �� 
�� ��� ������������� ����� 
���� ������� ��

�� ����� ������� �����*������ ���� ��� ���� ����*�� �� �����������+���������
������� ������� �� ����� ��� ������� �� ��� ����� �� �����*������ �� ���������
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���
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��� ��� ���� ����� �� �����*������� "
������� �������'�� ��� �� ������ ��:
���� � �����*������� 	� �� � ��� ����������� ������ ��� ������ �� ������(� ���
����������� ���� �� ��Æ�
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��� �� ������� ��������� �� ���� ������ ��� �
�������� ����� ����������� ����
������ �� �'��� �3����� ���� ���� ���� ������� ���� ��� �����*������ �� ��������
���� 
���� ��� ���� ����� �
������� ������������

��� ������� �� ��� �� ������ �
�� ������� ���� �� � ����� �� �����*��:
����� ����
�� �
� ����������� �� ����� ������� ��� �
� �'�������� �� �����:
������+��������� �������� �� ������� �������	
�	
 �����
�� �� ���� ������ ��
����� ������� �����*������ ��������� �� ������� �����*������ ���������� ��� �����:
��� �� ������; <
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� ���� �������� �� ���������� ����������� ��� �������
���� ����� ������ �� ���
������ �
��� ������������ ���������� 517� 	� ������� ������ �� �'������ �������:
���� ��� ��������� ���� ���� ��� ���
�� ������� �� ������� �� �������� ���������
���� � ��� ����� ��������� ��� ������� ���� �����
� �������� ��� ������ ������

�� ��� ������ ��� ����� �� ��� ���������� ������ !�E"! ��� !��
����!�

��� ���� ��������� ��� �������
��

�E" �� � ���:����� ��� ���������� ������� ���� D���� " 
��� ��� ������� �E"
����
�� ���+��� ��� ������� $��
�� . ����� � �������� �� �E"�

$������ ��� 
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(a) Extended FOAF

(c) Contents RSS

(b) RDFS Ontology
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The paper describes VIeWs, a system that combines ontologies, web-based in-
formation extraction, and automatic hyperlinking to enrich web documents with 
additional relevant background information. The central idea behind VIeWs is 
to demonstrate how web portals can be dynamically tailored to special interest 
groups by use of corresponding ontologies. As a particular use case we devel-
oped an application for the “saarland.de”  web portal of the Saarland region in 
Germany, which we present here in some detail. The paper describes the ideas 
behind the system and the Saarland.de application and provides an overview of 
the system architecture and components. Additionally, next to a comparison 
with related work, also some discussion on end user aspects of the application 
and its connection to the Semantic Web is given. It is argued that VIeWs is a 
typical end user application that depends on ontologies as semantic models for 
different scenarios, but that the need for Semantic Web technology beyond this 
has not been proven yet.  

1 Introduction  

The central idea behind VieWs is to demonstrate how web portals can be dynami-
cally tailored to special interest groups by use of corresponding ontologies.  For this 
purpose, the VieWs system combines ontologies, web-based information extraction, 
and automatic hyperlinking to enrich web documents with additional relevant back-
ground information, relative to particular ontologies selected by individual users.  

The automatically generated hyperlinks are based on specific ontological “views”  
on the web portal information, which allow for a high level definition of specific in-
terest topics. As a particular use case we developed an application for the “saar-
land.de”  web portal of the Saarland region in Germany, which we present here in 
some detail.  

The paper is organized as follows: first in section 2 an overview of the VieWs saar-
land.de application will be described, followed by a brief description of the system 
architecture and individual components in section 3, and in section 4 by a discussion 
of end-user issues of the application described here as well as of related work.  



2 VieWs on saar land.de 

The “saarland.de”  web portal1 provides general information on events concerning 
the local government and institutions. Additionally, sub-sections of the portal include 
information on various broader topics, such as tourism (“ tourismus.saarland.de”), 
business (“wirtschaft.saarland.de”), etc.  

The VIeWs saarland.de application automatically provides users with additional in-
formation that is specific to their interests (e.g. hotel information with indication of 
price and location for tourists or information on the city council, representations of 
political parties or similar for a local citizen) as derived from the saarland.de portal 
itself (interlinking portal web pages) or from the web in general (interlinking portal 
web pages with external information).  

2.1 Scenar ios 

Two application scenarios have been defined and represented in ontologies reflect-
ing the profiles of user groups that correspond to these scenarios: 

 
The Tour ism scenario reflects a visit of the saarland.de web portal by someone who is 
interested in tourism options of the Saarland region. The “Tourist”  will be interested 
to know about hotels, restaurants in any city mentioned on the pages of the web portal. 
In the Tourism ontology this ‘view’  on saarland.de has been defined as follows: a city 
has Cultural Institutes (Theatre, Cinema), Accommodations (Hotel, “Gasthof” ), and 
Gastronomy (Restaurant, “Konditorei” ). These topics are defined in the ontology as 
classes that are connected over attributes with the class “Stadt”  (City). Additionally, 
every class has attributes such as Location, Number of Rooms, Name, Address and 
Homepage for the Accommodations class and its subclasses (Hotel, “Gasthof” ).  
 
The Administration (“ Verwaltung” ) scenario reflects a visit of the saarland.de web 
portal by a local citizen who knows the cities in the region but may be interested in 
specifics, such as administrative offices, political parties, etc. In the Administration 
ontology this ‘view’  on saarland.de has been defined as follows: a city has a City Ad-
ministration, Organizations (Political Party, “Wirtschaftsverband”), and Council Of-
fices (“Arbeitsagentur” , ”Standesamt” ) In the ontology these topics again are defined 
as classes that are connected with the class “Stadt” . Additionally, every class has at-
tributes such as Name, Address and Homepage for the Organizations class and its 
subclasses (Political Party, “Wirtschaftsverband”).  

                                                           
1 http://www.saarland.de (see http://www.english.saarland.de/ for an English version - only 

partial) 



2.2 Demonstrator  

VieWs is a server side application that can be used with a standard web browser2, 
which makes it transparent to the normal web user. The user simply browses the saar-
land.de web portal as normal, but is now being supported by the VieWs system that 
adds additional information on the basis of a web-based search and from an automati-
cally extracted knowledge base and shows this over generated hyperlink structures. 
The user can simply decide to follow the regular links or the generated links with 
added information.  

The new links include information from within the saarland.de domain, or also 
from outside. Depending on the application scenario, this should be set by the user or 
could be fixed by the system administrator. For instance, in the case of tourism it does 
make sense to include also external web sites, e.g. hotel home pages. On the other 
hand, in the case of information for the citizen it may be better to include only ‘con-
trolled’  information, i.e. only web pages from within the saarland.de domain. The 
current demonstrator leaves this decision up to the user. 

The VieWs entry page3 for saarland.de enables the user to select their specific in-
terest, currently either “Tourismus”  (Tourism) or “Verwaltung”  (Administration). By 
selecting a preference the user automatically enters the VieWs system. From this point 
on all navigation will be supported by the system according to the selected ontology 
and, dependent on how the user entered (as a tourist or as a citizen), identified city 
names will be hyperlinked with additional tourist- or administration-related topics and 
web-based information. 

2.3 VIeWs on Tour ism in saar land.de 

For example, if the user entered as a “Tourist” , as shown in Figure 1 below, the 
generated hyperlink structure shows web links to accommodation (e.g. hotels), dinner 
options (e.g. restaurants) and cultural institutions (e.g. cinema, theatre) for each identi-
fied city name (of the Saarland region) on the page. The added information is included 
through a Google-based web search for each recognized city name in combination 
with keywords (“Hotel” , “Restaurant” , etc.) derived from the ontology class label 
names.  

For selected classes (e.g. hotels) additional information (e.g. address, indication of 
size, location) is added as shown in Figure 2. This additional information has been 
previously extracted from retrieved web pages. For this purpose each time a web 
search has been executed, all retrieved URLs are checked for existence in the knowl-
edge base. If the URL is not in the knowledge base, it will be send to the information 
extraction component for further extraction of relevant, class-specific information. 

The hyperlink structure is generated out of the corresponding ontology, i.e. from 
the underlying RDF/S file. Over a separate window this structure can be inspected by 
the user as shown in Figure 3. 

                                                           
2 The demonstrator has been optimized for Internet Explorer 6.x. 
3 http://views.dfki.de 



 

Figure 1: VIeWs with the Tour ism Ontology 

 

 

Figure 2: Detailed information on hotels from the Knowledge Base 

 



 

Figure 3: User  interaction with the Tour ism Ontology 

3 The VIeWs System  

VieWs is implemented as a web-based system and consists of several components 
as shown in Figure 4 below. The user activates the system over the VieWs web inter-
face as discussed in section 2. The accessed web page is processed by extracting text 
segments and sending these to the named-entity recognition component for the identi-
fication and markup of relevant hyperlink anchors (e.g. city names). For each combi-
nation of city name and keyword (“hotel” , “ restaurant” , etc.) derived from the ontol-
ogy, a Google-based web search is started. The results of the web search and informa-
tion already in the knowledge base is shown in the form of generated hyperlink menus 
on each of the identified city names. Additionally, an information extraction process is 
started in the background over the retrieved documents to extract additional relevant 
information that will be stored in the knowledge base for future access. 

 The online part of the VIeWs system is written entirely in Java and consists of a 
hyperlinking component (for generating hyperlink menus in JavaScript), the Google 
API (for web search with ontology-based keywords), a web service interface with the 
named-entity recognition component, a database connection with the knowledge base 
and a crawling component (for downloading the web pages that were retrieved by the 
web Google API). 

The offline part of VIeWs consists of an independently developed information ex-
traction system (the same as used for the online named-entity recognition) and the 
knowledge base. 

The ontologies are an additional static resource that are used online (in building up 
the hyperlinking menus) and offline (in information extraction).  



Information
Extraction

KB

saarland.de

VIeWs

OntologiesGoogle

Hyperlinking

Offline System

Named-Entity
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Figure 4: VIeWs System Overview 

3.1 Hyper linking 

The hyperlinking component takes the accessed web page and regenerates it with 
the addition of JavaScript hyperlink menus for all identified anchors. The hyperlink 
structure shows the five best results from Google for each ontology-based keyword 
(i.e. ontology class name) with stored facts if available. 

In this process the following information is integrated: 
 

�  Identified hyperlink anchors – named-entity recognition with SProUT 
�  Ontology structure – ontologies are parsed with Jena 
�  Results of web search with Google – accessed with Google API 
�  Stored facts from the knowledge base 

3.2 Named-Entity Recognition 

The named-entity component is based on SProUT4, a type-driven information ex-
traction tool that was developed at DFKI [Drozdzynski et al., 2004]. Anchors, e.g. city 
names, are recognized on the basis of gazetteers and extraction rules over shallow 
linguistic information (part-of-speech, morphological analysis). A rule in SproUT 
consists of a regular expression over typed feature structures representing the recogni-
tion pattern, and a typed feature structure on the right-hand side that specifies posi-
tions and attributes of identified entities in an XML format (see also [Busemann et al., 
2003]).  

                                                           
4 More information on SProUT is available at http://sprout.dfki.de/ 



3.3 Ontologies 

Ontologies are defined using Protégé with export in RDF/S, which is accessed and 
processed by the VIeWs system to generate a corresponding hyperlink menu in Java-
script. As described in section 2 above, each ontology defines a particular user sce-
nario that is organized around a central object class (e.g. cities), over which more 
specific information objects are defined (e.g. city institutes or organizations). The 
information structure that is defined in an ontology also guides the information extrac-
tion process for filling out the corresponding knowledge base (see also below). 

3.4 Web Search 

The VieWs system is a hyperlinking application that integrates information on one 
web page with information from other web pages. For this purpose, a web crawler is 
included that searches for relevant web pages, given a set of keywords that can be 
derived from the ontology. The web crawler that we currently use is the Google API, 
but as it is rather slow and not always reliable in terms of precision we are considering 
the integration of other search engines (such as Yahoo) or the implementation of a 
dedicated crawler for the Saarland region.   

3.5 Information Extraction  

The information extraction component is also based on SProUT and is used offline 
to derive class-specific information from web pages. For instance, the address, loca-
tion description (e.g. “central” , “no traffic” , “near railway station” ) or the number of 
rooms for a hotel could be extracted from the hotel home page. The extracted informa-
tion is stored in the knowledge base and accessed if the corresponding URL of the 
web page has been retrieved by the web search component. In this way, stored infor-
mation is only shown if the corresponding web page is still regarded as ‘ relevant’  by 
the web search component (i.e. Google currently). 

3.6 Adapting VIeWs to Other  Domains and Applications  

The VieWs system has been designed to be adaptable to other scenarios, either 
within the saarland.de application or in a completely new application context5. For this 
purpose the following components should be adapted: an ontology should be defined 
for the new scenario; a corresponding information extraction grammar should be de-
fined; additionally, if the ontology is defined around a different central object class 
(i.e. different from “cities”  in the current implementation) then also the named-entity 
recognition component should be adapted accordingly. 

                                                           
5 For instance, we are currently working on an application of VieWs for http://www.dfki.de 



4 End User Issues and the Semantic Web 

As shown by the examples in this paper, the VieWs system is a typical end user ap-
plication, in which any level of technological complexity should be kept fully trans-
parent. In this respect it is also irrelevant if the technology used in VieWs is based on 
Semantic Web technology or not. The main goal is to satisfy user needs in accessing 
relevant information at the right moment and in the right context. 

Nevertheless, exactly this context is the central aspect of the VieWs application that 
can be expressed by use of available Semantic Web standards and technology. The 
user context, i.e. a user group profile such as “ those web portal visitors interested in 
tourism”, can be captured in an ontology defined for instance in RDF/S or OWL. 
Extracted information can be stored in and accessed from a corresponding knowledge 
base that can be based on Semantic Web technology, such as SESAME, Jena, etc. 
Reasoning facilities can then also be easily added to the application, e.g. to integrate 
class-specific semantic web services [Dzbor et al., 2004] or to derive further knowl-
edge by use of rules or axioms. 

On the other hand, it is also true that VIeWs in its current form can be implemented 
without a complete use of Semantic Web standards and tools. Relational databases 
and other standard technology are equally capable of providing the current functional-
ity of the VIeWs application. Although reasoning capabilities cannot be offered, the 
use case for these has not been established yet. At the same time, web-based search is 
central to VIeWs which obviously is also not Semantic Web based. 

In summary, semantic context models such as user profiles and associated knowl-
edge bases seem to provide an application scenario for Semantic Web standards and 
technologies in the VIeWs context, but the use case for this needs still to be proven. 

5 Related Work 

Related work to VIeWs exists in various respects, i.e. on the level of semantic-
based indexing and hyperlinking (e.g. [Pustejovsky et al., 1997], [Carr et al., 2001], 
[Dill et al., 2003]), information extraction and hyperlinking (e.g. [Busemann et al., 
2003], [Popov et al., 2003], [Basili et al., 2004]), and ontologies as user models - in 
hyperlinking (e.g. [Maedche et al., 2002]).  

In general however, VIeWs is most similar to Magpie [Dzbor et al., 2003] although 
it seems also complementary in some respect. In particular, VieWs integrates an 
online web search functionality, which makes it very flexible in the kind of informa-
tion it is able to show. Magpie on the other hand has access only to an underlying 
static knowledge base. Secondly, VieWs includes an information extraction compo-
nent that is fully integrated in the automatic processing of retrieved web pages and 
knowledge base extension and updating. It is not clear if information extraction has 
been similarly completely integrated with Magpie. Finally, VIeWs can handle most 
web page formats and seems therefore more robust in real-life applications than Mag-
pie.  



6 Conclusions 

We presented the VieWs system and its application in the context of the saar-
land.de web portal. The system consists of clearly defined and efficiently integrated 
components for web search, information extraction and hyperlinking and has been 
designed in such a way that it can be readily adapted to other application scenarios 
and domains. 

VieWs can be seen as a Semantic Web application as it uses related standards such 
as RDF/S and tools such as Jena. On the other hand, the core functionality of Semantic 
Web applications, reasoning and inference, has not been integrated as the use case for 
this functionality has not been proven yet. In future work, we will concentrate on iden-
tifying the use case for reasoning and inference in the context of real-life applications, 
such as the saarland.de scenarios described here. 
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Abstract. This paper describes a domain specific multi-agent ontology-
mapping solution in the AQUA query answering system. In order to incorpo-
rate uncertainty inherent to the mapping process, the system uses the Dempster-
Shafer model for dealing with incomplete and uncertain information produced 
during the mapping. A novel approach is presented how specialized agents with 
partial local knowledge of the particular domain achieve ontology mapping 
without creating global or reference ontology. Our approach is particularly fit 
for a query-answering scenario, where answer needs to be created in real time 
that satisfies the query posed by the user. 

1   Introduction 

An important aspect of ontology mapping is how the incomplete and uncertain results 
of the different similarity algorithms can be interpreted during the mapping process 
started to become a well-acknowledged research direction. As the latest research 
started moving towards a more automated mapping process it has been recognized 
that current approaches do not fully investigate the nature of the produced similarity 
information and mainly rely on a human domain expert to make a judgment about the 
correctness of the established mapping. However in the context of question answering 
like the AQUA [1,2] system the dynamic nature of the source information (e.g. web 
enabled databases) does not make it possible that a domain expert help is necessary 
every time the source changes to follow up the modifications in the existing mapping. 
Our novel approach to address this problem utilizes a multi agent framework where 
the different mapping agents possess local sub-domain specific knowledge about 
particular entities (e.g. material, specimen, etc.). From the end user perspective our 
system addresses the problem of data integration of scientific databases containing 
vast number of experimental Semantic Web enabled data in order to facilitate better 
knowledge sharing and reuse between the scientific communities. Although these 
databases are accessible, the seamless data exchange between different databases is 
still an unsolved problem in spite of the fact that different XML based languages 
were defined by the different scientific communities e.g. MatML(Materials Markup 
Language)[3] on the field of material science to facilitate a standardized XML based 



data exchange. This solution solved a number of interoperability issues but makes the 
assumption that both parties agreed the syntax of the data exchange. This assumption 
fails when one would search for existing experimental data available on the WWW 
since neither the syntax nor the semantics of the requested data is known before the 
submission of the query. The problem is that different research institutions, compa-
nies use different standards and naming conventions in their logical data model for 
the same data, additionally these data model is not always even accessible on the 
WWW. Hence a vast number of experimental data are remaining inaccessible, or 
unanalyzed that probably hides the undiscovered correlations of science disciplines. 
The mapping agents use the Dempster-Shafer theory of evidence [4] to assess and 
combine the belief in the correctness of the different similarity algorithms. Our ap-
proach also does not assume the existence of global or reference ontology that is the 
superset of the different source ontologies and contains the existing mappings a pri-
ory. This approach makes it possible to perform query answering effectively with 
multiply source ontologies. In our first experimental system we consider query an-
swering over Web enabled S&T (Scientific and Technical) or engineering databases 
those are described with their own domain specific ontologies.  
 
The paper is organized as follows: 
Section 2 presents the architecture of the mapping framework and describes how 
mapping agents on the different levels are carrying out the mapping. Section 3 intro-
duces the similarity algorithm used by the framework to assess syntactic and semantic 
similarities between the posed query and the local ontologies. Section 4 describes 
how the problem of uncertain information created by the similarity mapping process 
is resolved and handled by the mapping framework. Section 5 presents a working 
example.  Section 6 presents implantation details. Sections 7 discuss the related work 
and Section 8 gives conclusions as well as the future research directions. 

2   Architectural overview of the mapping framework  

The high-level system architecture figure 1 shows how the functional parts of the 
system are related with each other. In the mediator layer the agents are organized in 
different levels. Agents on the broker level responsible for decomposing the query 
into sub queries, based on the global descriptor. The decomposed query parts are sent 
into the mapping agents located in the mapping layer. Mapping agents obtain the 
relevant information from the sources through the source agents. When only one 
source corresponds to the query the scenario is pretty straightforward and there is no 
need for any mapping between the sources, the query can be answered from the 
source. In a real case scenario this possibility is not so likely and this is why the map-
ping between local ontologies is a justified scenario in our case. 

 
The idea that has been investigated in our research is that mapping agents can build 
up mappings simultaneously, utilizing different similarity measures Based on their 
belief agents need to harmonize their beliefs based on trust that is formed during the 
mapping process.  



 
This is a two-step process: 
 
1. Mapping agent based on evidences that is available to them built up belief about 

the mapping. 
2. Group of mapping agents need to harmonize their beliefs over the solution 

space. 
 
The key components of the prototype are grouped by the different functional levels 
and from bottom to up as follows. 

 

 
 

Figure 1.  Architecture of the Multi-ontology mapping framework. 

 
 

Data Level 
On the data level the heterogeneous data sources are represented by their ontologies. 
The format of these sources varies from relational databases to simple files.  



 
• Data source (DS): actual data represented in the database, file etc. 
• Ontology (O) Semantic metadata that describes the particular data source. 
• Wrapper creates a unified XML representation of the source that is queried 

 by the particular resource agents. 
  

Mediator level 
Layer of agents: Typically three kind of agents: broker that receives a FOL (First 
Order Logic) query and decomposes it into sub queries based on the global descrip-
tor, mapping that has knowledge of a particular domain specific area and coopera-
tively map up the source concept with the concepts contained by the query string, 
source that access a particular data source and it’s ontology and passes it to the map-
ping agents on a request basis.  
Global descriptor and description language: Key component of the system that de-
scribes what kind of information can be found in the different sources, and which 
agent is able to answer the query posed by the user based on the entities in the query. 
Practically FOL knowledge base that contains information about the agents and enti-
ties as well as the resources 
Query reformulation and result composition engine: Query that is raised by the user 
needs to be reformulated and decomposed before entered into the system, which is 
the purpose of the query reformulation engine. Information flow stems from the map-
ping process needs to be composed into a single coherent answer, which is done by 
result composition engine. These subsystems are out of the scope of our research. 
  
User Interaction level 
The AQUA query answering system itself, which provides precise answers to specific 
questions raised by the user. It integrates Natural Language Processing (NLP), Logic, 
Ontologies and Information retrieval techniques 

3. Similarity algorithms 

The similarity-mapping algorithm takes one entity from O1 and tries to find similar 
entity in O2 . The similarity mapping process has different levels as follows: 

 
• Concept-name similarity with Character-based Jaccard measure [5]. 
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where  is the inner product of   and ba xx * ba xx , x
  is the Euclidean 

norm for the vectors. 



• Property set similarity with token based Jaccard distance: As first approach 
the property names are flattened into a bag of words per each node so simi-
larity algorithms from the information retrieval field can be considered when 
two graph like structure are compared. 

• Instance values similarity based on string similarity 
• Concept-property similarity graph assessment 

 
In order to increase the correctness of our similarity measures the obtained similarity 
coefficients need to be combined. Establishing this combination method is the pri-
mary objective that needs to be delivered with the with our outlined system. Further 
once the combined similarity has been calculated we need to develop a methodology 
to derive a belief mass function that is the fundamental property of Dempster-Shafer 
evidence theory. 
 
In our prototype it is necessary to assess not only the syntactic but also the semantic 
similarity between concept, relations and the properties. The main reason why seman-
tic heterogeneity occurs in the different ontology structures is the fact that different 
institutions developed their data sets individually, which contains mainly overlapping 
concepts. Assessing the above-mentioned similarities in our multi agent framework 
we adapted and extended the SimilarityBase and SimilarityTop algorithms [6,7] used 
in the current AQUA system for multiply ontologies. The goal of our approach is that 
the specialized agents simulate the way in which a human designer would describe its 
own domain based on a well-established dictionary. What also needs to be considered 
when the two graph structures obtained from both the user query fragment and the 
representation of the subset of the source ontology is that there can be a generaliza-
tion or specialization of a specific concepts present in the graph which was obtained 
from the local source and this needs to be handled correctly.  In our multi agent 
framework the extended and combined SimilarityBase and SimilarityTop algorithms 
can be described as follows: 

 
1. Based on the WordNet reflexive lexical morphosemantic relation a directed 

graph is constructed from the FOL query fragment where there are bi-
directional edges between the nodes representing the concepts and there are di-
rected edges from the concepts to the property nodes. In this step the special-
ized agents try determine all possible alternatives for the meaning of the query 
fragment that it can be aware of. Figure 2 depicts the graph representation of 
the hasName(material, 10 CrMo 9 10) FOL query fragment.  

 
   



 
  

Figure 2. G0 query fragment graph 

  
  
2. Based on the before mentioned character and token based Jaccard distance 

similarity measure the specialized agent builds up a directed graphs from the 
local ontology structures that supposedly answers the query fragment. Figure 3 
depicts two graphs obtained from two different sources. 

  

 
  

Figure 3. G1 and G2 graph representation of the local ontology fragment. 

  
3. Top-down sub-graph (isomorphism) similarity assessment[8] is applied on the 

graph G0 in order to find the subgraph G1 and G2 respectively. The aim is to 
find identical subgraphs to G1 and G2 in order to assess the similarity of the 
concepts and properties that can answer the query fragment. We call this 
method a top-down assessment because the search for the sub graphs starts 
from the concept nodes towards property nodes through the directed edges. 
Once we reached the property node the search stops. If along the path we 
walked through the graph we found a sub graph identical (isomorph) to G1 
and G2 that agent can deduce that the query fragment can be answered from 
the sources that belong to the particular ontology and the concepts or proper-



ties identified in the different sources are similar to both each other and to the 
query fragment and a basic mass function can be calculated that express the 
extent of belief in the existence of the similarity mapping between them. In 
case G1 or G2 contains nodes that could not be found in the G0, because of 
the nature of the top down assessment the agent can deduce that the particular 
concept node is a specialization of the concept that was identified by the algo-
rithm. 

4. Uncertainty handling 

In our framework we use the Dempster-Shafer theory of evidence, which provides a 
mechanism for modeling and reasoning with uncertain information in a numerical 
way especially when it is not possible to assign a belief to a single element of a set of 
values. The main advantage of the Dempster-Shafer (D-S) theory over the classical 
probabilistic theories that the evidence of different levels of abstraction can be repre-
sented in a way that clear discrimination can be made between uncertainty and igno-
rance. Further advantage is that the theory provides a method for combining the effect 
of different learned evidences to a new belief by the means of the Dempster’s combi-
nation rule. Let’s first describe the basic concepts of the Dempster-Shafer theory and 
how it corresponds to our system. 
Frame of Discernment (Θ): finite set representing the space of hypothesizes. It con-
tains all possible mutually exclusive context events of the same kind. In our system 
this corresponds to the possible properties, those of the base entities that describes the 
concepts of the domain e.g. Material Name, Test Control, Specimen Identifier etc. 
Evidence: available certain fact and is usually a result of observation. Used during the 
reasoning process to choose the best hypothesis in Θ. In our system this can be a 
certain observation that e.g. in the case of material entity the production details has 
been observed or not. 
Belief mass function (m): is a finite amount of support assigned to the subset of Θ. It 
represents a strength of some evidence and  
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where m(A) is our exact belief in a proposition represented by A. The similarity algo-
rithms itself produce these assignment based on the before mentioned (Section 3 ) 
similarities e.g. between name and identifier property the assigned value is 0.7.  
Once the belief mass functions have been assigned the following additional measures 
can be derived from the available information. 
Belief: amount of justified support to A that is the lower probability function of 

Dempster, which accounts for all evidence   that supports the given proposition 
A. 
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Plausibility: amount of potential support on A that is the upper probability function of 
Dempster, which accounts for all the observations that do not rule out the given 
proposition. 
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Ignorance: the lack of information. 
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Once all the necessary variables have been assigned to a qualitative value we need to 
combine the belief mass functions that was created by the different agents for the 
particular query fragment.  
 
Dempster’s rule of combination: 
Suppose we have two mass functions mi(Ek) and mj(Ek’) and we want to combine 
them into a global mij(A). Following Dempster’s combination rule  
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An important part of the system is how the similarity measures are applied in the 
concrete scenario and how the particular agent assesses the belief mass functions and 
belief functions.  In our experimental system we consider basic probability assess-
ment over the following entities: 
 
1. Class: The most basic concepts in the domain that correspond to classes that 

are the root of the various taxonomies 
2. Object properties: Relation between the instances of two classes 
3. Data type properties: Relation between instances of classes and RDF literals 

and XML Schema data types therefore it describes that the particular class e.g. 
material has a data type property called name that which is a string. 



5. Working example 

In this chapter we describe the main functionality of our system with a rather simple 
example. This example serves as a first test bed of this complex problem. The global 
descriptor describes what kind of information can be found in the different local on-
tologies/sources. 

11 +∪∪= nn DODODOGD  (8) 

 

where   is the global descriptor and   is one of the particular domain ontol-
ogy and  
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where  Rij means the relation  j in the ontology i. 
As discussed the global descriptor can be best represented by FOL since the AQUA 
system also creates the query in FOL. 
 
The global descriptor contains information about: 

 
• Agents: MaterialAgent, SpecimenAgent, SourceAgent, TestConditionAgent 

and TestAgent  as constant symbols 
  

• Query and property information:                 
(canAnswer(x,Test),hasInformation(x,MaximumStress) ) as predicate 
symbols. 

 
In the following example the system uses two ontologies O1 and O2 and creates simi-
larity mapping between the query fragment and the concepts in the ontologies respec-
tively. Both O1 and O2 ontology describes mechanical material test information from 
different institutes. Extracts from the two ontologies can be found in section 6.1. 
To illustrate the mapping process in our system the following steps are taken before 
the query can be answered: 

 
1. At system startup the Global Descriptor contains only the pre defined concept-

mapping agent pairs that describe which agent knows the particular concept: 
  ∀x Materialagent(x) and canAnswer(x,Material) 
  ∀x Specimenagent(x) and canAnswer(x,Specimen) 
  ∀x Testagent(x) and canAnswer(x,Test) 
  ∀x Sourceagent(x) and canAnswer(x,Source) 
  ∀x TestConditionagent(x) and canAnswer(x, TestCondition) 
2. FOL Query passed to the broker agent: 
  Which test has been carried out on a bar shaped specimen?  



  (∀x, ∃y) (Test(x) and Specimen(y) and form(y,bar) and 
carriedOutOn(x,y)) 

3. Broker agent decomposes the query based on the information present in the 
Global Descriptor and forwards it to the particular agents: 

• TestAgent→ Test(x) and carriedOutOn(x,y) 
• SpecimenAgent → Specimen(y) and form(y,bar) and carriedOutOn(x,y) 

Both agent received part of the query that corresponds to multiply entities. 
Since this is a relation between the two concepts, agents need to share the 
meaning of this expression. Agents place this into a blackboard, which is visi-
ble for all agents. 

• Blackboard→ carriedOutOn(x,y) 
4. Test and Specimen agents retrieve fragments of two ontologies. Test Agent 

identifies two similar concepts: 
• O1→TestResult and O2→Test 

Specimen Agent identifies two similar properties: 
• O1→Form and O2→SpecimenForm 

a) Dempster-Shafer belief mass function is evaluated based on the node 
name 
similarities 

 
TestAgent SpecimenAgent 
Test-TestResult=0.1 Specimen-Specimen=1.0 

 
Control-TestControl=0.3  Form-SpecimenForm=0.3 

 
Temperature-TestTemperature=0.4 Name-SpecimenName=0.25 

 
Standard-TestStandard=0.2 Characterisation- SpecimenCharacte-

sisation=.25 
Table 1. Assigned belief function for the different entities. 

 
b) Dempster-Shafer belief mass function is evaluated (Table 1) based on the node 

structure similarities 
Test(Control,Temperature,Standard)- TestResult(TestControl, TestTemperature, 
TestStandard)= 0.5 
Specimen(Name,Form,Characterization) and Geome-
try(SpecimenForm,SpecimenName, 
SpecimenChar)=0.6 

c)  Combined similarity, belief function can be calculated cooperatively by the two 
agents. 
TestResult in O1 is similar concept to Test in O2 with belief function 0.8 
Geometry in O1 is similar concept to Specimen in O2 and Form in O1 is similar 
property in SpecimenForm in O2 

5.       New findings can be added to the global descriptor: 
∀x Testagent(x) and canAnswer(x,TestResult) 
∀x Specimenagent(x) and canAnswer(x,Geometry)  



6. Implementation 

Our framework is implemented with JADE [9] agents using SWI prolog [10] engine 
to achieve reasoning capabilities. Because of the original ACL (Agent Communica-
tion language) implemented by JADE assumes that every used ontology is a subset of 
the domain ontology or there exists a map between it and the domain ontology; we 
defined our own agent  
 
 

 
 
 
 
 
 

 
 
 

 
 
 
 
 

<acp> 
 <Query> 
  <QueryFragment>hasIdentifier(Material,Cr Mo 10)</QueryFragment> 
 </Query> 
</acp> 
 
<acp> 
 <Answer> 
  <Similarity> 
   <Class ID="Material"> 
    <Source ID="Ontology 1" BMF="1">Material</Source> 
    <Source ID="Ontology 2" BMF ="0.4">Subject</Source> 
               </Class> 
  </Similarity> 
 </Answer> 
</acp> 
  

 
Figure 4. Agent Communication Protocol 

 
communication protocol(Figure 4) that sits atop of the standard ACL messages and 
describes not only the similarity information but the quantitative measure of the un-
certainty inherent to the mapping process. This protocol is a simple XML based 
communication protocol called ACP (Agent Communication Protocol) that is tightly 
integrated with the AQUA FOL formula representation and the specific nature of the 
question answering. The two main entities are the query and the answer.  The sub 
elements in each node depend on which agent communicates with whom e.g. the 
query and answer structure between the broker and the mapping agents is depicted 
before. 

6.1 Source ontologies 

Our ontology O is defined by its set of concepts C (instances of “owl:Class”) with a 
corresponding relations R (instances of “owl:ObjectProperty or 
owl:”DataTypeProperty”) exist between single concepts. Ontologies that describe the 
entities in the different databases cover the main domain specific concepts like test 
result, source, material, specimen, test condition, etc. We assume that different insti-
tutions create their own domain specific ontology and since these domains describe 



the same information in different domains their designers have a different conceptu-
alization, which leads to a different definitions of concepts and relationships for same 
objects even if it is expressed in the same ontology language. The following example 
ontology fragments describe two data source where in ontology 1 there is a relation 
explicitly described between the TEST and the SPECIMEN whereas in the second 
example it is expressed through one unique property of the SPECIMEN namely the 
identifier. 

 
Our examples are represented in OWL ontology language(Figure 5,6) 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

ONTOLOGY 1 
 

<owl:Class rdf:ID="Test"/> 
<owl:Class rdf:ID="Specimen"/> 
<owl:DatatypeProperty rdf:ID="Control"> 
    <rdfs:domain rdf:resource="# Test"/> 
    <rdfs:range rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
</owl:DatatypeProperty> 
<owl:ObjectProperty rdf:ID="hasSpecimen"> 
    <rdfs:range rdf:resource="#Test"/> 
    <rdfs:domain rdf:resource="#Specimen"/> 
</owl:ObjectProperty> 

 

Figure 5. Sample ontology fragment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ONTOLOGY 2 
 

<owl:Class rdf:ID="TestResult"/> 
<owl:Class rdf:ID="Specimen"/> 
<owl:DatatypeProperty rdf:ID="Control"> 
    <rdfs:domain rdf:resource="# Test"/> 
    <rdfs:range 
rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
</owl:DatatypeProperty> 
<owl:DatatypeProperty rdf:ID="SpecimenIdentifier"> 
    <rdfs:domain rdf:resource="#TestResult"/> 
    <rdfs:range 
rdf:resource="http://www.w3.org/2001/XMLSchema#string"/> 
</owl:DatatypeProperty> 

 

Figure 6. Sample ontology fragment 



7. Related work 

Ontology mapping is widely investigated area and a numerous approaches led to 
different solutions.  
Derived from the data engineering community several solutions have been proposed 
that based on a mediator architecture where logical database schemas are used as 
shared mediated views over the queried schemas. A number of systems have been 
proposed e.g TSIMMIS[11], Information Manifold [12], InfoSleuth [13], MOMIS 
[14] that shows the flexibility and the scalability of these approaches. 
Derived from the knowledge engineering community solutions the use of ontologies  
(conceptual domain knowledge schemas) is the main approach for resolving semantic 
differences in heterogeneous data sources. 
To date uncertainty handling during the mapping process was not in the focus of the 
research community since initially only different logic(FOL, Description Logics) 
based approaches has been utilized. As practical application of ontologies emerged on 
the web it has been acknowledged that considering the dynamic nature of the Web the 
problem of inconsistencies, controversies and lack of information needs to be han-
dled. First systems that used probabilistic information like LSD, GLUE [15] proved 
that combining different similarity measures based on their probability could signifi-
cantly improve the accuracy of the mapping process. It is worth to note that the Bay-
sian networks and different variants dominate current research addressing the qualita-
tive reasoning and decision-making problem under uncertainty. Although these ap-
proaches successfully lead to numerous real world applications there are several 
situations where the problem cannot be represented properly within the classical 
probability framework. The most related research for ontology mapping framework 
under uncertainty using Bayesian networks [16] to tackle this problem. 

8. Conclusion and future research 

In our prototype we successfully addressed the problem of a single agent or applica-
tion that is limited by its knowledge, perspective, and its computational resources. It 
is clear that if we try to move towards a fully automated ontology mapping in order to 
provide a better integration of the heterogeneous sources we need to investigate the 
limitations of multi agent systems such as our prototype. In this complex environment 
different scientific disciplines need to be utilized together to achieve better results to 
the users’ query within an acceptable time frame. We think that in our implementa-
tion we have made a encouraging step towards a theoretical solution but the different 
key system components such as similarity measure or the uncertainty handling part 
needs to be investigated further. In our future research we are planning to establish a 
qualitative comparison of the similarity algorithms that fulfill all the requirements of 
our examined domain and our tasks. 
We believe that probability theory and distribution does not have enough expressive 
power to tackle certain aspects of the uncertainty e.g. total ignorance.  



As a consequence we expect that evidence (Dempster-Shafer) theory is the most 
suitable approach and needs to be investigated in ontology mapping context thought 
this has not been done so far. The reason is that Dempster Shafer combination rule 
can easily be unfeasible in case of domains with large number of variables. Different 
optimalisations methods have been developed but to date we could not find ap-
proaches that considered distributed environment. Local computation and valuation 
networks uses joint tree structure to narrow down the number of focal elements and 
different architectures has been proposed based on message passing schemes to carry 
our inference and resolve the problem of the Dempser’s rule of combination. In our 
scenario we assume a dynamic multi agent environment where different agents has 
partial knowledge of the domain. 
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Abstract. This paper presents some use cases of ontologies outside of the OWL 
community. We see these fields as initializers for non specialized users that are 
not familiar with the Semantic Web. Regarding these fields we experience a 
need for easy ontology editing, on different levels of ontology complexity. To 
fulfil these needs, we show how users make use of Semantic Web technology 
while modelling with Microsoft Visio. We explain how ontologies are used to 
ensure semantic consistency while flowcharting, which is the most important 
use case for Visio. We also present a graphical notation for authoring OWL in 
Visio and discuss which part of Description Logic can be expected to be used 
frequently. 

1   SemTalk and Visio 

SemTalk is a graphical editor for various modeling solutions based on Microsoft 
Visio. Visio was chosen as a platform because of its great graphical flexibility and its 
extendable design. It has a large installed base in the information worker community. 
SemTalk basically adds a Meta model layer to Visio, which allows specifying syntax 
for modeling methods on top of Visio shapes. Custom data, reporting and navigation 
are realized using an internal xml database. 

It provides business process modeling, product modeling as well as a graphical no-
tation for authoring and visualizing OWL. In respect to ontologies the focus of the 
tool is not on being a data store for large ontologies rather than an easy to use front 
end for manual editing of ontologies in a distributed environment of OWL aware 
systems. SemTalk provides consistency checking inside one Visio document and basic 
consistency checking between multiple models. While modeling SemTalk compares 
each text, which is entered by the user with a given list of ontologies. 

2   Modeling with a corporate Semantic Web 

Only a small section of our users create OWL models for its own sake. In most of the 
current models ontologies are used to normalize names of items in models made for a 
different purpose than authoring OWL. Examples are the process steps in a business 



process or the names of dimensions in a data warehouse. Another field is product 
modelling or knowledge management oriented models for portal building or EAI 
subjects. The intention of using ontologies for that is to create content which is seman-
tically consistent with other content created in the same community. This means trying 
to check one model against the other semantically. People have models they use as 
checking or reference models. Often these models are glossaries or data dictionaries 
from other applications like Enterprise Resource Planning systems (ERP) or portals. 
 

Any existing OWL or RDFS source can be used as a repository or glossary to en-
sure consistency. People often use lists of business objects provided by ERP vendors 
like SAP. For more general purposes web services like “WordNet” can be applied. In 
a corporate environment company or department specific ontologies are used. The 
resulting models are published in two ways: For end users graphical representations of 
the models are published on the intranet as HTML, MS Word or PowerPoint. For 
other modellers the model itself is available as a reusable component, e.g. a process 
model to be refined with subprocesses or reused as a process component. This makes 
all models a distributed web of knowledge. 

 
Modelling of business processes and products in the context of a distributed web of 

knowledge differs significantly from the way those models have been created before. 
Before new terms are introduced, the user has to investigate if the term or fact already 
exists in the community semantic web. If the term already exists, the user model will 
reference that term by using the same URN and providing an URL to obtain its defini-
tion. Existing terms may be extended by subclasses or existing definitions of proper-
ties are added. If the concept is identical but the current domain requires a different 
name, a synonym can be added. For example a customer will be called patient in a 
medical domain.  

 
The ontology contained, e.g. in a process is available for reuse in different proc-

esses in the same domain. The most common use case of ontologies in process model-
ling is to localize content to multiple languages. This is done by translating objects in 
the ontology which will automatically generate translated business processes. Some-
times ontologies created for one specific purpose can be reused for a new modelling 
problem in the same domain. For example a product catalogue made for the web shop 
can be reused in a process modelling project. 

3   Ontologies for Business Processes as an example of light weight 
ontologies 

The specification of business processes is a task executed by end users or consultants 
who are often specialized on process optimization or ERP systems. Those people are 
usually not educated in Description Logic and we do not experience a lot of enthusi-
asm to learn about it in order to make “better” ontologies. 

   



For our purpose, which is ensuring consistency of other models, it is suffi-
cient to build taxonomies, sometimes enriched with properties in order to 
make them more readable. Users have to learn about process modelling lan-
guages and a minimum of object-oriented thinking in order to apply the on-
tologies to their process models. We use subclassing, DataProperties and 
ObjectProperties. For process models we also add the list of valid verbs to the 
classes. 

 

 

Figure 1: Class Shapes 

     
UML-style symbols (Figure 1) are used to represent classes and connectors 

for “Property” and “subClassOf”. There is also a specific connector named 
“Association” which can display cardinalities on ObjectProperties in a UML like 
style. DataProperties and methods (verbs) are displayed within the UML class 
shape. A lot of users are familiar with UML class shapes. The language which 
is used and supported by the SemTalk internal inference engine is similar to 
RDFS. 

4. OWL-Ontologies as an example of heavy weight ontologies 

 
In order to be able to express the complete language set of OWL within Visio we 
extended the UML shapeset with OWL specific connectors and shapes1 (see Figure 2).  

 
On classes we have added the constraints “disjointWith” and “equivalentClass”.  

Different from standard SemTalk, instances are allowed in class diagrams and are 
allowed to be instance of multiple classes. 

                                                           
1 The OWL Shapeset was jointly developed with Network Inference in order to use it as a 

graphical front end for their Cerebra reasoner. 



 

Figure 2: OWL Shapes 

 
 
Anonymous classes such as unionOf are being expressed by a mastershape (“OWL 

Union”) for the class and a connector (“unionOf”) for the membership. Analogue 
combinations of master and connectors have been chosen for intersectionOf, comple-
mentOf and oneOf. These connectors can also be used on ordinary, named classes. 

 



 

Figure 3: Anon Classes 

 
As an addition to standard SemTalk class diagrams we have special Visio shapes to 

represent ObjectProperties (“RelationType”) and DataProperties (“AttributeType”) as 
objects in the diagram which can have graphical links “hasDomain” and “hasRange” 
to other objects (Figure 4).  

 



 

Figure 4: Properties in an OWL Diagram 

 
Using these expressions new OWL files can be created and existing OWL files can 

be presented in a manually or automatically arranged way. Because predefined Visio 
shapes can be used to represent classes and objects, OWL models designed with 
SemTalk are often better understandable for non-technical end users than models 
created with other tools. Even if the graphical notation makes authoring OWL simpler 
than entering the same OWL data with other tools, it does not educate people in De-
scription Logic. Compared to the amount of users entering knowledge using MS 
PowerPoint and MS Visio, the number of users specifying knowledge with OWL will 
be small and limited to technical experts integrating IT-Systems in EAI or Portal sce-
narios. We do not expect people to annotate their documents manually by modelling 
the contents of documents in a way inference engines can “understand” the docu-
ments. Resulting from complexity of the DL-modelling paradigm in full OWL even 
for stand-alone models an inference engine is needed to prove their correctness.  

 
For some of the constraints it also makes sense to enforce consistency in a distrib-

uted environment even for taxonomies. This is especially true for disjointness, which 
can be violated without using any other OWL constructs other than subclassOf. A 
major challenge we see for inference engines is to support the distributed modelling of 
business processes including support for finding homonyms. Homonyms are different 
words having the same meaning. 



5. Tools for Semantic Web Authoring 

 
In the early nineties business process modelling has started from revolutionary ideas 
of Michael Hammer, who proposed business process reengineering. Pushed by the 
success story of ERP systems, 10 years later process modelling made its way from an 
academic discipline using research prototypes to a commercial component integrated 
in Microsoft Office used for any serious system integration. 

 
Ontology modelling is still in its early stage. Most ontologies are made by academ-

ics using non-commercial tools which have their roots in research often in Artificial 
Intelligence. The “Semantic Web” in its original sense seems to be far away from 
reaching the critical mass required for a takeoff. But semantic technology is one of the 
very few technologies of the last decade which seems to ignore Gartner’s “Hype Cy-
cle” [Eric Miller, STC05]. There has been slow but continuous growth on semantic 
technology and an end is not foreseeable. 

 
Ontologies offer great value to common modelling problems especially to process 

modelling. Specification of procedural knowledge in processes is very common. 
Specification of static knowledge and rules in ontologies can be seen as an extension. 
Support for maintenance of static and dynamic knowledge will become part of knowl-
edge worker’s workplace. Building end user tools for static knowledge can and will 
benefit from experiences made with process modelling tools. 

5. Conclusion 

We believe in ontology modelling as a great way of enhancing current possibilities of 
writing computer programs on one hand and of closing the gap between users and IT 
specialists on the other hand. For this we see the need to enable everybody to develop, 
document and maintain his or her ontology, be it in a conscious manner using DL 
metaphors or be it unconsciously while modelling a business process or a product. In 
order to fulfil this need we present a graphical way of editing ontologies, that enables 
all kinds of users to participate in the great vision of the semantic web. 
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Abstract 
This paper describes an approach on how to visualize instances and the relation to their 
classes. The approach is motivated and described in the context of ontologies and the Semantic 
Web but is general enough to be utilized for any object model visualization. 

1 Introduction 

For the Semantic Web ontologies are the basic building block. On the one hand they 
allow for a common vocabulary and thus for communication and interoperation. On 
the other hand they can be used for logical reasoning and therefore statements can be 
verified / falsified and knowledge can be inferred. 
 
For ontologies in turn, classes and instances are the building blocks. As in object 
orientation they are used to model abstract definitions on the one hand and concrete 
examples of these on the other hand. How the visual editing of ontologies can be 
gained by a new representation of the class instance relation – called table metaphor – 
will be described in the following. 
 
In section 2 the requirements of a class - instance visualization are listed before sec-
tion 3 checks which of these are fulfilled by current approaches. Section 4 will ad-
dress the table metaphor and section 5 concludes this paper. 

2 Requirements 

A good visualization should provide a correct transformation as well as a high usabil-
ity. Leaving out the first would make it useless; leaving out the second would make it 
unused. Based on this belief some specific requirements shall be described below. 
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2.1 Correctness 

Based on a classification by Shneiderman [5] visualization can be divided into the 
seven subtasks “Overview”, “Zooming”, “Filtering”, “Details on demand”, “Rela-
tions”, “History” and “Extraction”. The requirement of correctness to be described 
below is derived from the “Relations” task which is about emphasizing which item 
belongs to which other one. 

Class membership 
An instance cannot be used if its class membership - and thus its definition - isn’t 
clear. The other way around, a class without instances isn’t very useful (except for the 
case of abstract classes) because the definition has never been applied. Therefore it is 
crucial that a visualization unambiguously reveals this relation in both directions. 

Attribute value mapping 
The relation between attributes and their values can be compared to the one between 
classes and instances: While an attribute defines a range (a class) this requirement is 
fulfilled by the respective value (an instance). For this reason also the visualization of 
the attribute-value-relation has to be bidirectional and unambiguous. 

Level matching 
An instance is a concretization of a class. It reduces the abstractness by filling slots 
with values. Nevertheless an instance is neither a sub object of a class nor the other 
way around. Despite the different levels of abstraction they belong onto the same 
level of definition, i.e. an instance is as special as its class – not more special as a 
subclass (see Figure 1). 

 

 
 

Figure 1 Concreteness vs. Specialization 

 
Because of this, a visualization has to make sure that a class and its instances are 
positioned on one and the same level. 

Abstraction 
Instance 
of B 

Instance  
of A 

Specialization 

Class B 
(Subclass of A) 

Class A
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2.2 Usability 

Usability can be described using the five criterions learnability, efficiency, memora-
bility, errors and subjective pleasure [2]. In the following these requirements shall be 
applied to the special case of visualization. 

Learnability 
Learnability stands for a minimization of the learning phase duration. This is also 
required for a visualization so that it can be utilized as fast as possible. 

Efficiency 
Efficiency describes how much work can be done in a certain amount of time. An 
increased efficiency is a clear indicator for an improved visualization. 

Memorability 
After a longer break between two usage sessions it should not be necessary to restart 
the learning phase. Therefore a visualization should be simple enough to be memo-
rized. 

Errors 
Errors should appear as seldom as possible and if they appear they should be fixable 
as easily as possible. For the visualization case this can be translated to the require-
ment of high clarity. 

Subjective pleasure 
The less formal criterion of subjective pleasure should not be underestimated. The 
user should have a good “feeling” using the visualization in order to improve his / her 
working results. 

3 Current approaches 

In order to show the lack in current instance visualizations and thus to motivate the 
table metaphor two current approaches will be described in the following. 

3.1 Class tree duplication 

One approach in current ontology editors – like for instance Protégé [4] – is to dis-
play instances connected to a copy of the class tree. 
 
Protégé provides different tabs for classes and instances. If the instance tab is selected 
the class tree is displayed again – and once a class is selected, its instances will be 
displayed. Thus the class membership can easily be recognized. 
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Also the relation between attributes and their values is revealed unambiguously which 
fulfills the second criterion of the correctness requirement. 
 
The requirement of level matching cannot really be decided. As mentioned above 
when a class is selected its instances are displayed. But it is not really clear whether 
they are still on the same level as the class. 
 
Beyond this, the usability requirement of subjective pleasure can hardly be fulfilled 
by an approach that repeats the class tree in two different views, as it is done in Pro-
tégé. 

3.2 Purely textual visualization 

Another approach – as can be found in Oiled [1] e.g. – is to offer no graphical repre-
sentation of the class instance relation but to display it purely textually.  
 
In Oiled there can be found both a tab for classes and one for instances – comparably 
with Protégé. The difference consists in the fact that there’s no class tree available in 
the instance tab. Instead of this the class membership can only be found in a respec-
tive combo box – thus purely textually. 

 
The visualization of attributes and their values utilizes a table and is nicely usable. 

 
The not very smooth class tree repetition of Protégé is not used – but unfortunately, it 
has not been replaced by any other feature. Because of the missing graphical connec-
tion between classes and their instances the level matching criterion cannot be ap-
plied. 

4 The table metaphor 

As shown above current visualization approaches hardly fulfill the mentioned re-
quirements. Therefore a new idea – called table metaphor – shall be introduced. 
 
The table metaphor represents a class and its instances by a table. More precisely this 
means a class is represented by a table header while each table row stands for an 
instance (see Table 1 – three instances of the class “City” with the attributes “Name” 
and “Inhabitants” are displayed). Thus an ontology – consisting of a schema and a 
knowledge base – can be seen as a tree of tables. 

Table 1 Instance table example 

Name Inhabitants 
Berlin 3 420 000 
Hamburg 1 640 000 
Munich 1 220 000 
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4.1 Correctness 

Using the criterions described in the requirements section the correctness of the table 
metaphor will be shown below. 

Class membership 
The table metaphor allows for an easy recognition of class membership. Whenever a 
certain class is selected the respective table can be displayed. 

Attribute value mapping 
Using the table metaphor a certain attribute value is always displayed underneath the 
respective header cell. Thus it is always clear which attribute a value belongs to and 
which values have been assigned to a certain attribute. 

Level matching 
The header and the body of a table can be clearly distinguished thus the class and the 
instance part are explicitly separated. On the other hand a table body is not a sub 
object of a table header which fulfills the level matching criterion. 

4.2 Usability 

In the following it will be shown that a high usability can be expected of object model 
editors that apply the table metaphor.  

Learnability 
The presented approach is very simple. Tables are applied manifold in everyday life. 
Thus the leaning phase can be expected to be minimal. 

Efficiency 
Because of the dissemination of tables they can be read and understood quickly. Be-
yond this available widgets that allow for column wise sorting e.g. should also im-
prove efficiency by far. 

Memorability 
Because hardly anything has to be learned in order to understand the table metaphor 
the problem of insufficient Memorability cannot appear. 
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Errors 
Also the error minimization is guaranteed by the simplicity of the approach. If error 
correction strategies should be necessary nevertheless this has to be solved at imple-
mentation level. 

Subjective pleasure 
This criterion can hardly be predicted. But if the approach is well understood and thus 
increases efficiency also the subjective pleasure should be influenced in a positive 
way. 

5 Conclusions 

In this paper a visualization approach – called table metaphor – was introduced. A 
real world implementation of it can be inspected in the Distributed Ontology Man-
agement Environment (DOME) [2] – to be found at http://www.omwg.org. 
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Abstract. User profiling is an important part of the Semantic Web as it integrates 
the user into the concept of Web data with machine-readable semantics. In this 
paper, user profiling is presented as a way of providing the user with his/her 
interest-focused browsing history. We present a system that is incorporated into the 
Internet Explorer and maintains a dynamic user profile in a form of automatically 
constructed topic ontology. A subset of previously visited Web pages is associated 
with each topic in the ontology. By selecting a topic, the user can view the set of 
associated pages and choose to navigate to the page of his/her interest. Each topic 
can be seen as an interest of the user (hence the term interest-focused browsing 
history). The ontology is constructed by transforming the textual contents of the 
pages into sparse word-vectors and applying bisecting k-means clustering (i.e. a 
form of hierarchical clustering) on the set of sparse vectors. The most recently 
visited pages are used to identify the user’s current interest and map it to the 
ontology. The user can clearly see which topics, and their corresponding pages, are 
related (or are not related, for that matter) to his/her current interest. We see this as 
a useful way of organizing the user’s browsing history. To illustrate the functioning 
of the system, we demonstrate its behavior in one particular real-life scenario. 

1 Introduction 

In this paper, user profiling is presented as a way of providing the user with his/her 
interest-focused browsing history. We present a system that is incorporated into the 
Internet Explorer and maintains a dynamic user profile in a form of automatically 
constructed topic ontology.  

Let us begin by briefly summarizing some of the related work in the field of user 
profile construction. The most related work is that of (KIM AND CHAN, 2003). They 
propose a tree-like hierarchy of interests, the root being the user’s general interest (i.e. 
long-term interest) and leaves representing domains the user is – was ever – interested 
in (i.e. short-term interests). User interest hierarchies are built using a form of 
hierarchical clustering on a set of Web pages visited by a user. 

Another less related way of constructing a user profile is to analyze the user’s 
browsing history and apply modified collaborative filtering techniques (SUGIYAMA ET 
AL., 2004). Here, the user profile is also a combination of both (i) user’s persistent 
preferences (long-term preferences) and (ii) user’s ephemeral preferences (short-term 
preferences – “today’s” preferences) and is represented as a vector of term weights. 
Modified collaborative filtering is then applied to a user-term matrix (in contrast to 
being applied to a user-item matrix as is the case with the original collaborative 
filtering approach – hence the word “modified”) to predict the missing term weights 
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in each user profile. Clustering is used (in one of their approaches) to determine user 
communities. Cluster centroids are compared to the active user’s term vector to find 
the user’s neighborhood (a threshold is used to discard less relevant communities). 
The latter approach, according to (SUGIYAMA ET AL., 2004), achieves the best results.  

In Foxtrot recommender system (MIDDLETON ET AL., 2003), an ontology 
(taxonomy) based on CORA digital library is used – new documents are classified 
into the taxonomy by using a variant of the nearest neighbor algorithm. A user profile 
holds a set of topics and their corresponding interest values. Each topic adds 50% of 
its interest value to its super-class. They also used “static knowledge” ontologies to 
alleviate the cold-start problem. Visualization of profiles is used to encourage 
immediate users’ feedbacks. For evaluation, collaborative filtering is performed on a 
user-topic matrix (they term this technique “collaborative and content-based 
recommendations”).  

The rest of the paper is arranged as follows. In Section 2, user profiling is viewed 
from the perspective of the Semantic Web. Architecture of our system is presented in 
Section 3. In Section 4, we demonstrate the functioning of the system in a real-life 
scenario. The paper concludes with the discussion and some ideas for future work in 
Section 5. 

2 User Profiling from the Perspective of the Semantic Web 

When thinking of the Semantic Web we can say that the Semantic Web is a Web 
focused on the exchange of information between computers that does not explicitly 
involve human users. Although computers could be quite busy communicating to 
each other, there still needs to be some space left for human users in the whole 
process – there is where user profiling comes into the play.  

Technically speaking, the Semantic Web is mainly about the data that are self-
explanatory, or in other words, about the data which are annotated in some standard 
fashion that enables efficient computer-to-computer communication. The main 
purpose of the Semantic Web is to enable better services for the end-users. Since in 
general the data can be understood in more than one way – especially when talking 
about the more abstract categories which cannot be annotated explicitly – one of the 
possible sources of annotations (i.e. meta-data) may also be the information about the 
user. This information can be represented in several ways. Typically, if we talk about 
more abstract and aggregated information, we talk about user profiles or user models. 
Their main characteristic is the ability to generalize the collected data about the user’s 
behavior (such as click-stream data of the user’s browsing behavior). Such user-
models are then used to annotate the data in such a way that Web services are able to 
deliver personalized information, aiming at increasing the user’s efficiency when 
he/she is communicating with the computer.  

We can conclude this short description of user profiling from the perspective of 
the Semantic Web by saying that user profiling is an important source of meta-data on 
the user’s understanding of the data semantics. In particular, this compensates for the 
differences in users’ understanding of the data by using an alternative annotation, 
which is more of the soft nature (the softness comes from the fact that the data are 
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annotated implicitly and dynamically by taking a user profile into the account). The 
main goal of user modeling is increasing the efficiency of user activities by delivering 
more personalized information.  

3 Architecture of the System 

The system provides a dynamic user profile in a form of topic ontology. After a page 
is viewed, the textual content is extracted and stored as a text file as described in 
Section 3.1. Pages are represented as word-vectors (also termed bags of words) as 
explained in Section 3.2. To construct the topic ontology, we perform a variant of 
hierarchical clustering (see Section 3.3). By using the cosine similarity measure, we 
are able to map the user’s current interest to the topic ontology (more details in 
Section 3.4). The latter identifies the ontology nodes that are in the context of the 
user’s current interest. The whole process is illustrated in the system architecture 
figure (Figure 1) which also includes the references to Sections 3.1 through 3.4. These 
sections contain a detailed description of individual phases of the process. 
 

 
 
Figure 1. The Interest-focused Browsing History Architecture. The process is described throughout Section 3. 
The corresponding subsections are noted in the figure (3.1, 3.2, 3.3, 3.4). 

3.1 Handling a Page-view 

After a page is viewed, the textual content is extracted and stored as a text file. The 
text extraction is done in two relatively simple steps: 
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(i) text segments between and including “<script>” and “</script>” or “<style>” and 
“</style>” are discarded, 
(ii) substrings starting with “<” and ending with “>” are removed. 

A collection of such text files (from now on simply termed pages) is maintained in 
two folders. The first folder holds m most recently viewed pages (the short-term 
interest folder). In our experiments, m is set to 5. The second folder contains the last n 
viewed pages, where n > m (the long-term interest folder). In our experiments, n is set 
to 300. When a page is first visited, it is placed into both folders. Eventually it gets 
pushed out by other pages that are viewed afterwards. A page stays in the long-term 
interest folder much longer than in the short-term interest folder (hence the terms 
long- and short-term), the reason for this being a much higher number of new pages 
that need to be viewed for the page to be pushed out of the long-term interest folder. 

Pages are named after their 128-bit MD5 hash codes. In this way we are able to, at 
least to some extent, detect a page that was already visited and handle this scenario. 
Currently we simply update the timestamp of the file (i.e. the page) to mark it as 
recently interesting. This action is carried out in both folders. 

3.2 Word-vector Representation of a Page 

To build a user profile, we first take the pages from the short-term interest folder and 
compute their TFIDF vector representations of the textual content, ignoring the order 
of words (thus such vectors are also termed bags of words, see Figure 2 for 
illustration), as introduced in (SALTON AND BUCKLEY, 1987). Each vector component 
is calculated as the product of Term Frequency (TF) – the number of times a word W 
occurs in the page – and Inverse Document Frequency (IDF), as explained by the 
following equation: 
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where D is the number of pages and document frequency DF(W) is the number of 
documents in which word W occurred at least once.  

Prior to transforming pages into vectors, stop-words are removed and stemming is 
applied. After vectors are obtained, the centroid of short-term interest pages is 
computed by averaging corresponding TFIDF vectors component-by-component. This 
process combines the short-term interest pages, regardless of their count, into one 
single construct – the short-term interest centroid. 
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Figure 2. An illustration of a word-vector (term-frequency vector, in this particular case) representation of 
a document. 

3.3 Constructing the Topic Ontology 

The long-term interest pages are treated slightly differently from the short-term 
interest pages. We first perform the bisecting k-means clustering (i.e. a variant of 
hierarchical clustering) over the long-term interest TFIDF vectors. This clustering 
method is computationally efficient and was already successfully applied on text 
documents (STEINBACH ET AL., 2000). At start, all the pages form the root cluster 
which is first divided into two child clusters (hence the term bisecting clustering). The 
same procedure is repeated for each of the two newly obtained clusters and 
recursively further down the hierarchy. We perform the splitting until the size of the 
clusters (i.e. the number of pages the cluster contains) is smaller than the predefined 
minimum size (usually set to 10% of the initial collection size). During the clustering 
process, the similarity between two vectors is computed as the cosine of the angle 
between the two vectors.  

The result of the clustering is a binary tree (in this text termed topic ontology), 
with a set of pages at each node. Later on, for each node a centroid is computed in the 
same way as for the short-term interest pages.  

The root of the topic ontology holds the user’s general interest while the leaves 
represent his/her specific interests. By our understanding the term general interest is 
not synonymous with long-term interest and in that same perspective the term specific 
interest is not a synonym for short-term interest. While the terms long-term and short-
term (i.e. recent or current) interest emphasize the chronological order of page-views, 
this is not the case with the terms general (i.e. global) interest and specific interest. 
General interest stands for all the topics the user is – or ever was – interested in, while 
the term specific interest usually describes one more-or-less isolated topic that is – or 
ever was – of interest to the user. 
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3.4 Current Browsing Interest of the User 

By using the cosine similarity measure, we are able to compare the centroid at each 
node to the short-term interest centroid. In other words, we are able to map the user’s 
current interest to the topic ontology. The mapping reveals the extent to which a node 
(i.e. a set of pages) is related to the user’s short-term interest. By highlighting nodes 
with the intensity proportional to the similarity score, we can clearly expose the topic 
ontology segments that are (or are not, for that matter) of current interest to the user. 

Due to the highlighting the user can clearly see which parts of the topic ontology 
are relevant to his/her current interest. He/she can also access previously visited pages 
by selecting a node in the hierarchy which is visualized in the application window. 
This can be explained as the user’s interest-focused Web browsing history, the interest 
being defined by the selected node. 

4 Implementation of the System 

The user profile is visualized on the Internet Explorer toolbar that we developed for 
this purpose. The user can select a node (i.e. his/her more or less general interest) to 
see its specific keywords and the associated Web pages. 

4.1 Toolbar as the User Interface  

Generally, an Internet Explorer (IE) toolbar is an extension of the IE’s GUI, as well as 
an application that extends the IE with additional functions. Since it is highly 
integrated into the IE, a toolbar can also: 
(i) receive notifications and information about the user’s actions in the IE; most 
notably the user’s requests to “navigate to” (the user’s requests can be filtered or 
preprocessed in some other way), 
(ii) access the contents of the currently loaded Web page, 
(iii) apply any kind of changes to the content of the currently loaded page (e.g. 
highlight links to recommended pages, highlight some parts of the text, etc.), 
(iv) easily access the Web as well as the local computer. 

We have developed an IE toolbar to construct and visualize the user’s interest-
focused browsing history. The toolbar is placed into the left side of the IE’s 
application window. It is divided into two panels, one showing the user’s topic 
ontology and the other showing the most characteristic keywords and the set of pages 
corresponding to the selected node (see Figures 4 and 5). The user can select any page 
from the list and navigate to that page.  

The user’s current interests are highlighted (see screenshots in Picture 4) in the 
ontology visualization panel. The color intensity of the highlighting corresponds to 
the relevance of the node to the user’s current interest. The user can thus clearly see 
which pages that he/she already visited are in the context of his/her current interest. 
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4.2 Example of the System Usage 

We will demonstrate how the system works in a real-life scenario. Let us say that the 
user is interested in three distinct topics. He/she searches the Web for “whale tooth”, 
“triumph tr4” and “semantic web”, in this same order. After viewing several pages (55 
altogether in our case), his/her topic ontology looks as shown in Figure 3. 
 

triumph,semantic,tr4,tooth,whale…   (55 pages) 
 ├ tooth,whale,sperm…    (25 pages) 
 │ ├ tooth,cached,sperm…   (12 pages) 
 │ └ car,cars,classic…   (13 pages) 
 └ triumph,tr4,semantic,web…   (30 pages) 
  ├ triumph,tr4,semantic…   (15 pages) 
  │ ├ body,front,semantic…  (3 pages) 
  │ └ triumph,tr4,semantic…  (12 pages) 
  └ semantic,tr4,triumph…  (15 pages) 
   ├ tr4,triumph,owners…  (6 pages) 
   └ semantic,web,rdf…  (9 pages) 

 
Figure 3. The topic ontology as automatically constructed after viewing 55 Web pages about “whale tooth”, 
“triumph tr4” and “semantic web”, in this same order. 
 

Each node is named after the three keywords from the centroid vector that have the 
highest averaged TFIDF weights. The root node represents the user’s general interest 
– they appear to be about tooth, whale, triumph, tr4, semantic and web, which is 
exactly what the user searched for. Note that the user’s search-engine queries are not 
included in the profiling process and that these keywords were actually reconstructed 
from the textual contents of the pages that the user visited. 

The root node is first partitioned into two clusters – one containing the pages about 
whale tooth and the other containing the pages about triumph tr4 and semantic web. 
We can see that the partitioning is not perfect. The cluster talking about classic cars, 
for example, is contained within the whale tooth cluster. It would make more sense if 
it was included into the triumph tr4 cluster. Furthermore, we see that the second 
cluster (triumph tr4 & semantic web) is not clearly partitioned into the triumph tr4 
cluster and the semantic web cluster in the next step. However, since we are using 
fully automated methods, we can say that the results are reasonably good. 

Since semantic web was the user’s latest interest, the nodes containing mainly 
pages related to this topic are highlighted (in Figure 3 bolded or underlined). We can 
see that highlighting works quite well in this particular example. Bolded clusters are 
highly relevant, underlined clusters are less relevant, and other clusters are irrelevant 
to the user’s current interest. Two screenshots of the system’s GUI are given in Figure 
4 and Figure 5.  
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Figure 4. Screenshot of the system’s GUI, captured after the user visited all the pages used for the 
demonstration in Section 4. Screenshot shows the topic ontology of the user’s interests and the most 
characteristic keywords from the root cluster. The user’s most recent interest is highlighted with red color 
(the brighter the more relevant). 
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Figure 5. Screenshot of the system’s GUI, captured after the user visited all the pages used for the 
demonstration in Section 4. Screenshot shows the topic ontology of the user’s interests and the list of Web 
pages that corresponds to the semantic-web-rdf cluster. The user’s most recent interest is highlighted with 
red color (the brighter the more relevant). 

5 Discussion 

Many research issues and technical details still need to be investigated. We noticed 
that when extracting the textual content of a Web page, a lot of interest-irrelevant text 
segments are also processed (e.g. standard navigation menus and adds). A simple 
heuristic that could be used to alleviate the problem is discarding text segments (i.e. 
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chunks of text between two HTML tags) that are shorter than some predefined length. 
This solution has not been applied yet but we are planning to try it out in near future.  

Since our software resides on the client side and we are able to track the Web 
browser’s events, we could also efficiently measure the time the user spends on a 
page and use this information to additionally weight pages that were viewed by the 
user. In this same context, the pages that were visited more than once should be 
weighted by the sum of their page-view durations.  

Currently we treat all Web pages equally. In the future, we should identify pages 
that are not suitable for the user profiling process. Such pages may be Web mail 
pages, search engine results and portal entry pages. To weaken the negative impact of 
such pages on the user profile construction, we could extend our stop-word collection 
with most frequent common Internet words. Another approach would be to allow the 
user to specify URLs (in the form of regular expressions, for instance) that should be 
excluded from the profiling process.  

There is some work on document profiling that extends the vector representation 
by using word sequences (also termed n-grams) instead of single words (MLADENIĆ 
AND GROBELNIK, 2003). This work suggests that using single words and also word 
pairs for features in the vector representation of short documents improves the 
accuracy with which these documents are classified. We should incorporate these 
findings into our TFIDF vector representation of Web pages. 

In our current implementation we are using the nearest neighbor approach to map 
the current interest to the topic ontology. Other more sophisticated machine learning 
techniques might provide better results in this process (e.g. classification with Naïve 
Bayes or SVM). 

In this implementation, each time a page is viewed, the entire profile is rebuilt 
from scratch. We need to consider ways to update the topic ontology rather than 
rebuild it. 

The clustering method used was not evaluated. We need to define evaluation 
methods for the profile generation process and, on the other hand, for the page 
classification process. This is not a trivial task and needs to be investigated in great 
detail. Once we are able to evaluate the algorithms, we will also be able to apply other 
approaches and see how they measure up to the one described in this paper. 

The system was not tested in a real-life scenario. We should carry out an 
experiment involving test-users to see how useful the system really is. 
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Abstract. Current distributed ontology practices are analyzed and 
illustrated with typical web portals supporting communication, data sharing 
and activities of former classmates. The inflexibility and restrictions 
imposed on users of such portals are demonstrated to support the thesis that 
introduction of community-driven ontology management is crucial for full-
fledged satisfaction of the end user needs on the Web.  

 
1. Introduction 
 

An idea of providing a service for reunion of ex-classmates is proved to be a 
success by resulting in a large number of highly popular web portals with a 
multitude of users registered at the largest portals. For instance, more than 75 
thousands of classmate groups are registered internationally at Yahoo groups1 
and more than 35 millions of users are registered at a national US and Canadian 
level (portal Classmates.com uniting graduates of the US and Canadian schools). 
In relation to other commercial services offered on the Web, the service providing 
a communication environment for ex-classmates also proved to be promising. For 
instance, the portal Classmates.com has one of the largest subscriber bases on the 
Web for paid content and is consistently ranked by Nielsen//Net Ratings as one of 
the most highly trafficked Web channels.  

One of the success reasons for social networking activities across ex-
classmates and other user groups [10] is that the portals supporting these activities 
fill in a novel niche of user demand. Specifically, many e-commerce sites offer 
what people have always been able to find outside their front doors: books, 
magazines, toys and groceries. Compared to most online businesses, community 
web portals are privileged to offer a service that only the Web can provide: the 
power to connect people who would otherwise be out of touch. 

                                                 
1 Yahoo Groups: http://groups.yahoo.com  
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We define ex-classmates as a group of people who once had a common 
educational experience and used to live in the same area. We use the term 
classmates equivalently to the term “ex-classmates”, because people who once 
studied together and lived in the same area can be identified as belonging to the 
same “class”. Specifically, from the virtual community point of view, whether the 
community is united physically by the past or by the present is usually 
irrespective for modeling community activities. A community Semantic Web 
portal is a web portal which is based on Semantic Web technologies [1] and 
maintained by a community of users. Further, a web portal is a web site that 
collects information for a group of users that have common interests [5]. Yahoo is 
an example of a web portal, however, Yahoo is not a community web portal, 
since (i) it is resource consuming and anti-collaborative in providing information, 
(ii) it is maintained by a special department of the host company, but not by a 
community of users. 

Nowadays, with an exception of few cases, existing community web portals 
are not Semantic Web portals. We demonstrate below that they suffer from a lack 
of flexibility, missing functionalities, data input overhead and sparse interactivity. 
These problems are expected to be resolved by employing technologies 
constituting community Semantic Web portals. In the Semantic Web, information 
is semantically represented according to ontologies, evolving and shared 
knowledge structures, allowing advanced usage of the Internet as an information 
repository [4]. Further, enabling the Semantic Web to be community-driven, i.e., 
endowing users and developers with a wide access to ontology management, will 
make the community Semantic Web portals more dynamic and more responsive 
to the users’ actual needs. 

An extensive overview and state-of-art of existing Semantic Web portals is 
delivered by Lausen et al. [9]. An approach embedding all phases of a community 
Web portal (i.e., information accessing, information providing, portal 
development and maintenance) is described in a paper by Staab et al. [15]. Our 
work is focused on the existing classmates’ portals. Demonstrating the limitations 
of available solutions, we show the need for development of Semantic Web 
content and services.  

The paper is organized as follows. In Section 2, an overview of existing 
classmate web portals is provided and usage scenarios are discussed, highlighting 
a self-assessment scenario. In Section 3, community-driven ontology management 
is introduced. Observed limitations of the classmates’ community web portals are 
described in Section 4. Section 5 concludes the paper. 
 
2. Overview and Scenarios 
 

In this section, we provide an overview of the web portals supporting 
communities of classmates and outline scenarios at these portals. We highlight the 
scenario of self-assessment in order to illustrate the complexity behind a thorough 
support of community scenarios and to show the possibility of applying solutions 
across domains and communities. In particular, the solutions developed for 
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personnel evaluation can be easily applied to the self-assessment classmates’ 
scenario, provided that the solutions are available as services on the Semantic 
Web. 
 
2.1. Overview 
 

A summary of typical community web-portals that are created for support of 
classmate communities is given in Table 1. Geographical coverage and 
functionality of a portal are important characteristics defining the portals’ 
applicability and usage. Geographical coverage in the context of the classmate 
portals is its geographical restrictions regarding the countries and cities where ex-
classmates used to study. Most observed classmate portals are restricted 
geographically, i.e., they permit a correct representation of the fact that 
“somebody studied somewhere” only for restricted values of “somewhere”. In 
Table 1, examples of such national classmate portals are Classmates.com, 
Odnoklassnik and ILoveSchool. Additional examples are www.passado.de 
(Germany), www.passado.fr (France), www.passado.at (Austria) and 
www.chinaren.com (China). At each of these national portals, information is 
represented solely in the national language of an addressed country. Analyzing 
functionality of the classmates’ portals reveals a tendency of decreasing the 
portals’ functionality with increasing the portals’ coverage (including 
geographical). For instance, Lycos Classmates, Yahoo groups or a widely 
international alumni portal www.alumni.net provide less of functionality 
comparing to any other of the national-targeted portals listed in Table 1.  
 
2.2. Self-Assessment Scenario 
 

The demand for self-assessment is often a driving force of a substantial amount of 
communication activities which take place within the classmate portals. Members 
of the classmates’ portals have a demand for information on positions held by 
their classmates, what they have acquired, etc. Examples of typical queries for 
this information are: “What kind of job do you have?”, “How many children do 
you have?”, “What kind of car do you drive?”. After obtaining answers to their 
queries, the portal users can evaluate their position and achievement in relation to 
their classmates’ positions and achievements. Self-assessment in relation to one’s 
classmates is often found especially meaningful, due to possession of the similar 
background and the same starting point.  

Self-evaluation support within the classmate portals can be addressed reusing 
solutions from a job-related domain for the problems such as personnel selection, 
personnel management, personnel evaluation, assessment of staff’s performance. 
For the emerging services such as self-assessment in the classmates’ scenario, 
reuse of the well-elaborated solutions in similar areas is especially beneficial.  

http://www.passado.de/
http://www.passado.fr/
http://www.passado.at/
http://www.alumni.net/
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Name URL Geographical 

Coverage 
Functionality 

Classmates.com www.classmates.com 
 

USA, Canada 
and American 
/ Canadian 
overseas 
schools 

Registration/search, 
message board, 
games, chat, photos 
sharing, “compare” 
tool, shopping 

Lycos / 
Classmates 

www.lycos.com 
 

International 
– over 40 
countries 

Registration/search 

Odnoklassnik www.odnoklassnik.ru Russia Registration/search, 
addresses, 
telephone and ICQ 
numbers, photos 
sharing, message 
board, chat, polls 

ILoveSchool www.iloveschool.co.kr Korea Registration/search, 
mailing lists, 
games, whiteboard, 
news of school, 
avatar, SMS, 
shopping 

Table 1: Web Portals for Classmates 

Conventionally, evaluation of job performance can be trait-based, behavior-
based or result-based. Trait-based criteria focus on the personal characteristics of 
an employee, behavior-based criteria focus on specific behaviors that lead to job 
success when exhibited, and results-based criteria focus respectively on what an 
employee has done or accomplished [11]. In addition, evaluation of job 
performance can employ objective and subjective measures. Objective measures 
are quantifiable measures of performance (e.g., cars/hour, bottles/second, etc.), 
while subjective measures are less quantifiable (e.g., leadership, presentation, 
etc.). Another opportunity to classify evaluation systems is to track whether they 
evaluate somebody’s performance on the absolute scale or comparatively to other 
performances.  

Normally, a typical personnel evaluation system considers one of the criteria 
for evaluation of job performance, objective and/or subjective measure and a 
particular (absolute and/or relative) scale for evaluation of personnel. The 
approaches for realization of the evaluation systems vary substantially.  

For example, BOARDEX [7] is an expert system for selection of the 
candidates to attend military schools. Evaluation performed by the system is 
result-oriented, dominantly with objective measures with absolute and relative 

http://www.classmates.com/
http://www.lycos.com/
http://www.odnoklassnik.ru/
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scales. Knowledge representation of the BOARDEX system is accomplished 
using Prolog and the selection process is performed by applying rules which 
check each candidate’s resume with respect of several important for military 
school factors such as height, weight, military education, assignment history, etc. 
and produce a recommendation on the acceptability of the candidate. The system 
was reported to attain highly significant correlations and evaluation concordances 
with the human experts, justifying chosen methodology. Shaout and Al-Shammari 
[14] describe another expert system which is based on fuzzy logic and performs 
evaluation of faculty members in an academic department at the educational 
institution. This system evaluates personnel against behavior and result-based 
criteria using objective evaluation measures and an absolute scale in order to 
assign human resources to the goals of the institution.  

Herrera et al. [6] apply a genetic algorithm for a personnel assignment task 
(when the number of positions equals to the number of the candidates) and for a 
personnel selection task (when the number of candidates is greater than the 
number of positions). The evaluation factor values are represented as linguistic 
variables for each candidate. At first, the candidates are assigned randomly at the 
positions, then a selection mechanism and specific genetic operators such as 
crossover and mutation are applied to refine the result. The methodology 
employed in the system is based on trait-based criteria, subjective evaluation 
measure and relative scale.  

In contrast to the outlined above methodologies, assessment of expertise level 
does not have to necessarily employ representation of personnel skills, results 
achieved, traits or behaviors, but can rely solely on the behavior of would be 
experts by using their performance in the domain [13]. Specifically, the approach 
by Shanteau et al. relies on checking whether a person whose level of expertise is 
being evaluated demonstrates discrimination and consistency, i.e., if he/she is able 
to differentiate between similar but not identical cases and repeat his/her 
judgment in a similar situation. Thus, the proposed approach is behavior-based, 
employing the objective evaluation measure and the absolute scale. This approach 
for expertise evaluation is especially appropriate in the absence of a widely 
accepted standard, when one can not compare experts against the standard and 
select whoever is closest to the standard. 

As a reply to the demand of self-assessment in the classmates’ scenario, the 
Classmates.com portal offers a special tool: the user can answer suggested 
questions and compare his/her answers to the answers of his/her classmates, 
represented in percents. Naturally, the questions that can be asked at different 
portals may vary, depending on the creators of the portals. For example, the 
questionnaire of Classmates.com portal covers five subjects: leisure/vacations (7 
questions), family/relationships/children/home (5 questions), financial status (4 
questions), feelings/opinions about life (4 questions), the Classmates.com portal 
services (4 questions). 
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3. Ontology Management: from Distributed to Community-Driven  
 

There are examples of ontologies that became widely accepted and reused for the 
purpose of distributed data exchange and integration. Specifically, RDF, FOAF, 
Dublin Core and RDFS vocabularies are the most successful with being populated 
by more than one million of Web documents each [3]. Very often such ontologies 
were organically grown and quickly found a large number of creative users, even 
though a for long time they were not endorsed by any of the popular standards 
committees.  

Meanwhile, the amount of available ontologies for reuse and sharing is 
practically very limited. For example, SchemaWeb2 is nowadays is an exhaustive 
resource for publishing ontologies and it links to ca. 250 ontologies only. This 
quantity of available ontologies refers to ontologies specified in multiple existing 
different ontology languages (e.g., RDFS, OWL). Many of these ontologies are 
not supported by a large amount of instance data. The linked ontologies are 
mostly vocabularies describing limited specific domains (e.g., Person, 
Publication, Project). Some domains are supported by several ontologies (e.g., 
Person and Publication), while many domains are not supported by ontologies at 
all. Finally, the number of domain-independent (functional) ontologies that can be 
widely applied is negligent, and ontologies for certain aspects like Semantic Web 
publishing, data delivery and community and personalization support are not 
available. All these factors diminish ontology usage and thus success of the 
Semantic Web.  

The limitations of centralized ontology development display the need for 
dynamically extendible large-scale ontologies with distributed character. For 
example, the RSS working group states that as RSS continues to be re-purposed, 
aggregated, and categorized, the need for an enhanced metadata framework 
grows. Channel- and item-level title and description elements are being 
overloaded with metadata and HTML. Some producers are even resorting to 
inserting unofficial ad-hoc elements (e.g., <category>, <date>, <author>) in an 
attempt to augment the sparse metadata facilities of RSS.  

The other communities who appreciate usefulness and value of RSS also 
report that it has reached its limits. There is a demand for more advanced portal 
syndication which RSS can not satisfy. One initiative in developing technologies 
to overcome the limitations of simple ontologies for Web publishing comes from 
Apache Software Foundation and proposes portal syndication with Web services 
and Cocoon [8]. Another initiative is Atom3 that is aimed to define a feed format 
for representing and a protocol for editing Web resources such as Weblogs, online 
journals, Wikis, and similar content. The feed format is to enable syndication, and 
the editing protocol is to enable agents to interact with resources by nominating a 
way of using existing Web standards in a pattern. Overcoming the limits of 
distributed small-scale ontologies, organization of user-driven ontology 
                                                 
2 SchemaWeb: http://www.schemaweb.info  
3 AtomEnabled: http://www.atomenabled.org  
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extension, support and metadata communication within Web portals is generally 
considered in the approach of the People’s portal [16]. 

The reasons why staying within the scope of simple ontologies (e.g., 
exchanging FOAF profiles and posting cross linked news stories from RSS) is not 
enough and far too limited for the existing Web are as follows: 

• embedding and personalizing rich content and behavior from remote 
Web applications are becoming necessity for catering to specific user 
needs 

• extension of simple ontologies, discovery and communication of these 
extensions are becoming necessity for bringing semantics to a larger 
amount of Web content 

• mapping between simple ontologies and their alignment with other 
extendible ontologies are becoming necessity for large–scale data 
integration. 

The introduced solutions by the RSS working group to handle the RSS 
limitations are as follows. One proposed solution is the addition of more simple 
elements to the RSS core. This direction, while possibly being the simplest in the 
short run, sacrifices scalability and requires iterative modifications to the core 
format, adding requested and removing unused functionality. A second solution, 
and the one adopted in the RSS specification, is the compartmentalization of 
specific functionality into the pluggable RSS modules. This is one of the 
approaches used in this specification: modularization is achieved by using XML 
Namespaces for partitioning vocabularies. Adding and removing RSS 
functionality is then just a matter of the inclusion of a particular set of modules 
best suited to the task at hand. No reworking of the RSS core is necessary.  

Obviously, the problems and solutions for RSS ontology above are also valid 
for other simple widely spread ontologies. Having simple and easy to understand 
ontologies and ontology pluggable extensions on the user side, the complex 
processes of combination and reuse of these ontology components in ever-
changing specification and conceptualization processes of the outside world are 
left encapsulated on the middleware and application side. Clearly, the 
development and especially reuse of the pluggable extension modules involve 
complex problems that are not resolved at the moment. These problems arise 
from the support requirements for practical large-scale extendible ontology 
management, such as: 

• easy and quick extension opportunity to cater to dynamically arising and 
changing needs of ontology users 

• discovery of existing pluggable extension modules 
• composition of existing pluggable extension modules 
• decomposition of existing pluggable extension modules 
• matching of existing pluggable extension modules and core ontologies 

with other external ontologies and modules 
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• tools to support ontology extensions proposed from the user’s side, 
discovery, composition, decomposition, matching and reuse of created 
earlier ontologies and extensions.  

Thus, preserving the successful approach of simple usable ontologies and 
resolution of the issues above are clearly to be considered as major challenges in 
the practical state-of-the art distributed ontology management, and are addressed 
with creating supporting infrastructure for community-driven ontology 
management. 

Specification and development of ontology management components were 
previously funded and carried out in USA and EU projects (in particular, EC IST 
projects such as DIP4, SEKT5, KnowledgeWeb6, Esperonto7, SWWS8). 
Progress in development of community Semantic Web environments brings in 
new positive influence, usage scope and wider acceptability to the basic ontology 
management components by setting new requirements such as enabling 
communities manage their own ontologies, making the ontology management 
knowledge services more flexible, reusable and proven in real-life scenarios thus 
attractive enough to make the Semantic Web accepted by the communities. 

The scope of the work on community-driven ontology management is in 
reuse of the existing ontology management practices and tools and enriching them 
with features for supporting end users and communities to describe and manage 
community Web portals. One may envision ontology management support 
consisting of the following components adapted within the scope of community-
driven ontology management: 

Community-Driven Ontology Editing Service: It is an editor for editing 
ontologies (creating and updating ontology and instances). The front end is the 
user-friendly interface, which helps or guides users to easily create and update 
(add, delete, and modify) ontology and its instances. The backend is the data 
storage management systems, which can be databases, file systems, plain text 
files. A specific requirement for an ontology editor to be community-driven is an 
opportunity to integrate it tightly with Semantic publishing and delivery 
component, and enable consensual editing for multiple users, i.e. communities. 
This requirement is grounded on flexibility degree that is needed to provide in a 
community environment enabling community members to change and influence 
community processes and structures. 

Community-Driven Ontology Storage and Query Management Service: The 
goal of this component is to efficiently store and query small and large amounts 
of ontology data and metadata by providing fast indexing, searching and querying 
to ontologies and its instances. Most current ontology storing and querying 
components from the functional perspective are similar to database and database 
                                                 
4 DIP: http://dip.semanticweb.org  
5 SEKT: http://sekt.semanticweb.org  
6 KnowledgeWeb: http://knowledgeweb.semanticweb.org  
7 Esperonto: http://esperonto.semanticweb.org  
8 SWWS: http://swws.semanticweb.org  
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management system components. In addition, the first Semantic Web search 
engines start to appear (such as Intellidimension Semantic Web search engine9). 
However, there is a long road to go to making Semantic Web database-like 
components and Semantic Web search engines mature and attractive to use. 
Taking into account that the communities publish their information on the 
Semantic Web in a distributed manner in simple ways (such as putting online 
FOAF files), in project work, the focus in storage and querying will be on 
maintaining repositories of reusable adding value Semantic Web content and 
composition/decomposition of distributed source content that is easy to maintain 
from the storage and creation point of view, thus involving critical community 
masses. 

Community-Driven Ontology Alignment Service: A regular ontology aligner 
supports ontology mapping processes that now mostly are performed manually, 
e.g., OWL Ontology Aligner10. A basic ontology inference provides consistency 
checking, related class or relation name identification, instance updates etc. The 
front end is the user interface for semi-automatic ontology mapping (such as 
recommendation lists and help for defining the mapping rules). The back end is 
the inference support (ontology inference engine). The upgrade of a regular 
ontology aligner to a community ontology aligner is adding a widely available 
repository of ontology mapping solutions that result from the usage of the 
ontology aligner. Special ontologies are used to specify relevance, reusability and 
reliability of certain ontology mappings from repositories (employing social 
networking and statistical information). The ultimate goal of the community 
alignment service activity is to enable knowledge services of external applications 
to reuse (i.e., gain benefit from) these annotated mapping repositories and 
alignment services. 

Community-Driven Ontology Versioning Service: The versioning service 
represents different versions of the ontologies, including backward consistency 
support and related instance versioning. The front end provides a report on 
version information, changes and their effects, for example, the difference of two 
versions of the ontologies. The back end supports backward consistency in the 
different versions of the ontologies and their instances update. The Ontology 
Versioning Service is to be interoperable with Ontology Editor, Ontology Storage 
and Query Manager and pluggable inference engines for performing additional 
optional tasks such as checking consistency. On top of the ordinary functionality 
of an ontology versioning service, a community versioning service needs to have 
a set of simple understandable interfaces, be available and easily accessible on the 
Semantic Web, and track the changes taking place in distributed ontologies and 
instance data sources, reporting relevant inconsistencies and its resolutions to 
community versioning service users. 
 

                                                 
9 Intellidimension Semantic Web Search: http://semanticwebsearch.com 
10 OWL Ontology Aligner: http://align.deri.org  
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4. Limitations 
 

In this section, I generalize typical limitations of the classmates’ community web 
portals, and briefly outline the way to overcome these limitations via community-
driven ontology management on the Semantic Web. 
 
4.1. Overview  
 

Observation of the functionality of the classmates’ portals allows us to identify 
several limitations restricting their usage. These limitations are general enough to 
be applicable to existing web portals supporting different communities than 
classmates. The limitations are as follows. 
 
Geographical restrictions 

Most classmates’ web portals have geographical restrictions, i.e., a classmate 
can register adequately only within a portal providing opportunities to state the 
fact that this classmate comes from a particular school of a particular country.  

 
Absent or simplified functionalities 

Most of the reviewed web-portals for interaction of classmates support very 
basic activities such as registration and search, but not the advanced activities 
such as maintenance of the common calendar to organize meetings or support of 
and access to a query service over the instances provided by portal members. 
Sometimes, the support for advanced activities is present at the classmates’ web 
portals, but usually this facility is not extensive enough. For example, the 
compare-tool at the Classmates.com portal described in the previous section 
allows an user to compare his/her answers to the answers of other classmates 
using only one type of simple predefined queries. Specifically, the user is asked to 
choose his or her age group, gender and a particular question as the basis of 
comparison. Thus, for instance, finding out how many of your classmates of your 
gender and age have cats as home animals is possible, but finding out how many 
of your classmates of your age and gender live in the USA and have at least two 
children is impossible. This limitation arises because Classmates.com portal does 
not support construction and processing of queries with conjunctions or 
disjunctions. Therefore, in the light of existing personnel evaluation research 
described in the previous section, the state-of-art support of the self-assessment 
feature looks especially shallow on the classmates’ community web portals. 

 
Generality of services 

Apart from the classmates’ web portals such as the ones listed in Section 2, 
other web environments can partially satisfy demands of classmates’ 
communities. For example, Yahoo Groups provide such groupware as registration 
of a group/group members, mailing-lists, chat, file/link sharing, voting, personal 
calendar. However, the Yahoo Groups’ functionalities prove to be too general, as 
they are designed to support an environment for any group of people and thus 
comprise groupware items one can find anywhere else. Therefore, Yahoo Groups 
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and similar general-purpose environments can hardly be considered as a perfect 
solution for communities of classmates, due to the lack of functionalities and 
services specifically interesting for these communities.  

 
Data input overhead 

Nowadays, a usual need to register and to log in for each web 
portal/environment every time their functionalities are required incurs overhead. 
The user has to enter the same personal information (e.g., name, surname, e-mail 
address, telephone number, etc.) multiple times for each of the different web 
portals used by him/her and permanently operate with multiple environments. 
Further, when a community member uploads an object (e.g., text file or image) to 
a community web portal supporting annotation of the objects (e.g., Microsoft 
SharePoint Portal Server11), most times he/she has to annotate the object manually 
by inserting data describing document in the form for each portal. 
 
4.2. Overcoming the Limitations  
 

To overcome the limitations of community web portals, the following milestones 
need to be passed: 
 
Up-to-date annotations for people and objects  

Corresponding to the Semantic Web vision, persons or objects should be 
provided with a machine-processible annotation that can be shared across 
applications. FOAF12 and Dublin Core13 are examples of wide-spread schemata 
for annotation of people and documents. Further, when certain properties of a 
person or object are changed (e.g., a person moves to a new flat), the change in 
the annotation needs to take place is communicated to the Semantic Web 
environments employing the changed (meta)data. This Semantic Web scenario 
has a potential to overcome the limitations of data input overhead, and has yet to 
be elaborated in details and achieved in the future on the broad scale. At present, 
even at the well-developed Semantic Web community web portals such as 
KnowledgeWeb14, extensive data entering is required in order to register 
community members and introduce new objects for the community. 

 
Access to weaving of the Semantic Web 

Enabling wide communities of users and developers to introduce new 
ontology structures and services is crucial for Semantic Web to adapt to the actual 
users’ needs and to spread widely [16]. An access to participation in the formation 
of the Semantic Web content is associated with community-driven ontology 
management, where ontology management actions (e.g., ontology editing, 

                                                 
11 Microsoft SharePoint Portal Server: http://www.microsoft.com/sharepoint  
12 The FOAF project: http://www.foaf-project.org  
13 Dublin Core Metadata Initiatiative: http://dublincore.org  
14 KnowledgeWeb portal: http://knowledgeweb.semanticweb.org  
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versioning, storage, querying) are performed in a distributed fashion by the users’ 
and developers’ communities, in addition to a limited group of web-resource 
creators and domain experts as conventionally. Letting the communities to weave 
their own Semantic Web will mitigate such current limitations as geographical 
and natural language restrictions, absent and simplified functionalities, generality 
of services. 

 
Community-driven ontology/process alignment 

Thus, As the Semantic Web becomes easily and widely extendable, many 
similar schemata and processes will be developed and maintained by different 
communities. Under these circumstances, the ability to easily align and combine 
similar or complementing schemata and processes is of crucial importance for 
cross-community interoperability. For instance, a person may belong to several 
communities and employ several Semantic scheduling services, e.g., as the 
service developed by Payne et al. [12]. Meanwhile, the scheduling services will 
be helpful to the person only in case of their interoperation, i.e., when making 
timing proposals, reporting the conflicts in the person’s schedule, etc. is done 
considering the information in the range of all the scheduling services employed 
by a person. Community-driven ontology/process alignment has a potential to 
resolve such limitations as geographical restrictions and absent and simplified 
functionalities by combining or composing available services in personalized, 
required services.  

 
Semantic desktop  

Once the people/objects and processes are being annotated, the Semantic 
Web is easily extended by the communities of users and developers, and similar 
and complementing ontologies and processes can be aligned by individuals, 
presenting massive volumes of Semantic content and workflows to the 
community members is a major challenge. The solution is expected to stem from 
the active research fields in the Semantic Web area. For example, Decker and 
Frank [2] address this problem by combining the current Semantic Web 
developments in a Social Semantic Desktop, which will let individuals collaborate 
at a much finer-grained level as is possible and save time on filtering out marginal 
information and discovering vital information. Organizing Semantic Web content 
and services in personalized, cross-linking and supporting communities Semantic 
Desktop is the final step in overcoming limitations typical for the current 
community web portals. 
 
5. Conclusions 
 

Within a domain of ex-classmates’ portals, the limitations of existing community 
web portals are identified. The analysis of the scenarios in the selected domain in 
general and of the self-assessment scenario in particular reveals an added value in 
combination of solutions across domains and communities where similar 
problems are addressed. Moreover, the examples of this paper illustrate that 
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solutions developed for communities substantially vary even within one domain. 
Therefore, an infrastructure for community-driven ontology management is 
needed to for timely capture and alignment of the end user and developer efforts. 
Community-aware approaches such as evolution of Semantic Web annotations 
with respect to their usage, broad accessibility to creation of Semantic Web 
content and services, community-driven ontology management and alignment of 
efforts, and semantic desktop have a high potential to overcome the limitations of 
the current community web portals.  
 
Acknowledgements 
 

The author thanks Dieter Fensel, Stefan Decker, Sung-Kook Han and Ina 
O’Murchu for useful discussions. The work is partly funded by the European 
Commission under the NoE KnowledgeWeb (IST-2004-507482).  
 
References 
 

1. Berners-Lee, T., Hendler, J., Lassila, O., 2001. The Semantic Web. Scientific 
American 284(5), pp. 34-43. 

2. Decker, S., Frank, M.R., 2004. The Networked Semantic Desktop. In 
Proceedings of the WWW Workshop on Application Design, Development 
and Implementation Issues in the Semantic Web. 

3. Ding, L., Zhou, L., Finin, T., Joshi, A., 2005. How the Semantic Web is 
Being Used: An Analysis of FOAF Documents. In Proceedings of the 38th 
International Conference on System Sciences, January 2005. 

4. Fensel, D., 2003. Ontologies. A Silver Bullet for Knowledge Management and 
E-Commerce. 2nd Edition. Berlin, Heidelberg: Springer. 

5. Heflin, J., 2003. Web Ontology Language (OWL) Use Cases and 
Requirements. W3C Working Draft, 31 March 2003. 

6. Herrera, F., Lopez, E., Mendaña C., Rodríguez, M.A., 2001. A linguistic 
decision model for personnel management solved with a linguistic 
biobjective genetic algorithm. Fuzzy Sets and Systems 118 (2001), pp. 47-64. 

7. Hooper, R.S., Galvin, T.P., Kilmer, R.A., Liebowitz, J., 1998. Use of an 
expert system in a personnel selection process. Expert Systems With 
Applications 14 (1998), pp. 425-432. 

8. Ivanov, I., 2004. Portal Syndication with Web Services and Cocoon. 1.0 
Technical document. 

9. Lausen, H., Stollberg, M., Lara, R., Ding, Y., Han, S.-K., Fensel, D., 2003. 
Semantic Web Portals – State of the Art Survey. Technical report, DERI-TR-
2004-04-03. URL: 
http://www.deri.at/publications/techpapers/documents/DERI-TR-2004-04-
03.pdf. 



124      Anna V. Zhdanova 

 

10. O'Murchu, I., Breslin, J.G., Decker, S., 2004. Online Social and Business 
Networking Communities. In Proceedings of ECAI Workshop on Application 
of Semantic Web Technologies to Web Communities. 

11. Mathis, R.L., Jackson, J.H., 1994. Human Resource Management. 
Minneapolis/St. Paul, MN: West Publishing Company. 

12. Payne, T.R., Singh, R., Sycara, K., 2002. Processing Schedules Using 
Distributed Ontologies on the Semantic Web, 2002. In: Bussler, C. et al. 
(Eds.), Proceedings of Web Services, E-Business and Semantic Web 
Workshop, CAiSE 2002, pp. 203-212. 

13. Shanteau, J., Weiss, J.D., Thomas, R.P., Pounds, J.C., 2002. Performance-
based assessment of expertise: How to decide if someone is an expert or not. 
European Journal of Operational Research 136 (2002), pp. 253-263. 

14. Shaout, A., Al-Shammari, M., 1998. Use of an expert system in a personnel 
selection process. Expert Systems With Applications 14 (1998), pp. 323-328. 

15. Staab, S., Angele, J., Decker, S., Erdmann, M., Hotho, A., Maedche, A., 
Schnurr, H. -P., Studer, R., Sure, Y., 2000. Semantic Community Web 
Portals. Computer Networks 33 (2000), pp. 473-491. 

16. Zhdanova, A.V., 2004. The People's Portal: Ontology Management on 
Community Portals. In Proceedings of the 1st Workshop on Friend of a 
Friend, Social Networking and the Semantic Web (FOAF'2004), 1-2 
September 2004, Galway, Ireland, pp. 66-74. 



 

 

Supporting User Tasks and Context: Challenges for 
Semantic Web Research 

 
Tom Heath, Martin Dzbor and Enrico Motta 

 
Knowledge Media Institute, The Open University, 

Walton Hall, Milton Keynes, MK7 6AA, United Kingdom 
{t.heath, m.dzbor, e.motta}@open.ac.uk 

Abstract. Whilst the tasks users perform online are often complex and wide-
ranging, the tools currently available may not adequately support them. 
Attempts to classify user behaviors online have tended to focus on the medium 
of the web, where searching and browsing are seen as the primary modes of 
interaction. This paper introduces a comprehensive user-oriented classification 
of online tasks that emphasizes the user’s goals without assuming the use of 
particular internet tools or technologies. Taking greater account of a user’s 
context is also discussed as an essential component in better supporting 
performance of tasks online. Finally we consider how Semantic Web 
technologies can support the development of task-focused context-aware tools. 

1   Introduction 

The internet provides a platform for users to perform many varied tasks, such as 
finding information, exploring new ideas and communicating with others. In many 
circumstances this platform is immensely powerful and user tasks are well supported. 
For example, someone wanting to find large numbers of documents on a particular 
subject is likely to have success with regular search engines. 

However, not all tasks that users perform (or may wish to perform) online are well 
supported by current tools and technologies. Consider the following scenarios: 

1.1   Scenarios of Internet Usage 

Locating a Book. Juan wants to buy a present for his cousin, and is looking for a 
book that Alice had read and recommended to him. He thinks the book is called “The 
Sergeant’s Guitar”, but he can’t remember the author. Searching his favourite online 
bookshop for this title returns no results. Juan has to contact Alice, who tells him the 
book is actually called “Captain Corelli’s Mandolin”. With this clarification Juan is 
able to locate the book in the online bookshop and orders it for his cousin. 
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Arranging a Trip. Matt is arranging travel from his office in Liverpool to a 
conference being held in Slovenia. Using a travel web site he looks for flights from 
local airports to the Slovenian capital Ljubljana. Whilst some flights are available 
they are infrequent and expensive. Knowing that Adam has been to Slovenia before, 
Matt consults him for advice before making further plans. Rather than flying to 
Ljubljana, Adam recommends booking a cheap flight to Klagenfurt in Austria with a 
budget airline; from there frequent trains run across the border to Slovenia. Whilst the 
total journey time will be slightly longer, the tickets will be substantially cheaper than 
if he were to fly directly to Ljubljana. 

On the conference web site Matt reads that there is a train station near the 
conference venue. He follows a link to the web site of the rail company, checks the 
online timetable, and finds that trains run directly to this station from Austria. 
Revisiting the conference web site he checks the list of recommended hotels and visits 
each of their web sites, but finds they’re all full for the duration of the conference. He 
remembers that Adam recommended staying with a local family, and that a Tourist 
Office could arrange this. He locates the appropriate tourist office web site through a 
search engine and sends them an email explaining his requirements. 

2   Problem Analysis 

In the scenarios above, the users expend considerable time and attention in 
completing their tasks. Whilst the outcomes are generally successful, Juan and Matt 
encounter a number of obstacles along the way. Some of these obstacles pertain to the 
specific tools available to them, whilst others reflect wider issues of the technologies 
and architectures of the internet in its current form. 
 
Query Precision. When Juan is unable to remember the exact title of the book he is 
looking for, the search engine on the bookshop web site isn’t able to accommodate his 
imprecise query; it takes his query literally and returns no results, even though the 
terms he has entered bear a strong semantic relation to the real title of the book. As far 
as the search engine is concerned captain has no relation to sergeant, as the engine 
has no representation of the semantic links between terms, just of their linguistic 
syntax. Furthermore, it certainly isn’t aware that Juan knows Alice, and that the 
“Captain Corelli’s Mandolin” he is looking for is the same book that she reviewed 
favourably on her web log. 

 
Manual Coordination. Planning his journey to the conference requires Matt to make 
separate arrangements with many different parties, each of which is largely unaware 
of his overall goal. The travel web site Matt originally uses can only provide 
information about flight routes he specifically requests. It is incapable of reasoning 
about alternative means of reaching the same destination, or of using knowledge held 
by Matt’s social network to help complete the task. Similarly the airline is unaware of 
his final destination and so cannot automatically provide information about train 
connections from the airport. The tourist office may be aware that he’ll be attending a 
conference if he mentioned it in his email, but they are unlikely to know that the 
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conference starts early every day so his hosts will need to provide breakfast before 
7am. Ensuring all of these conditions are met falls to Matt. Information about the task 
is not shared or reused, meaning he must explicitly state his requirements to each 
party and manually assemble information from the various sources if his task is to be 
completed. All other conference delegates must do the same. 
 
In both these cases the user makes the best use of the tools available to them on the 
internet, even though these tools might not be well adapted to the true task the user is 
trying to perform. Furthermore, the same tools take little account of the user’s 
context, such as the knowledge and previous experiences of those around them, when 
often this provides crucial assistance in performing a task. 

3   Conceptualising User Tasks Online 

To assess how well existing tools support users in completing tasks online, and how 
they might be better supported, it is important to understand the types of tasks people 
perform on the internet. The majority of literature in this area focuses specifically on 
the medium of the web rather than the internet as a whole, an issue discussed in 
greater detail below. 

3.1   Web Activities as Forms of Searching and Browsing 

Previous research has sought to identify and classify user behaviours on the web, 
mainly by identifying specific modes of searching or browsing. At the most basic 
level Guha, McCool and Miller [1] distinguish between navigational and research 
searches. In a navigational search “the user is using the search engine as a navigation 
tool to navigate to a particular intended document”, whereas a research search is 
characterised by the user “trying to locate a number of documents which together will 
give him/her the information s/he is trying to find” (pp 702). 

Broder [2] describes a taxonomy consisting of three types of web search: 
navigational, informational, and transactional. The navigational and informational 
types map closely onto the navigational and research searches proposed by Guha et al 
[1], with transactional searches consisting of queries where the user intends “to reach 
a site where further interaction will happen” (pp 6), such as a shopping site or a site 
where images or music can be downloaded. However, the range of possible 
transactions a user may wish to perform, and the underlying reason for wishing to 
perform them is not explored. 

Related work by Rose and Levinson [3] yielded top-level categories with many 
similarities to those of Broder [2], but also a number of more detailed sub-categories 
such as download, entertainment, interact, and obtain. Despite a number of examples 
being given to illustrate these sub-categories, the distinctions between them are often 
based on technical aspects of how the target object will be used, rather than the nature 
of the task the user is performing. For example, the target of the download goal is “a 
resource that must be on my computer or other device to be useful” (pp. 15). The 
authors give the example of a piece of software, however the same definition could 
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equally apply to the adult movie example used to illustrate the entertainment sub-
category. In both cases it appears the user is trying to locate something that they can 
then make use of irrespective of how this is done. 

One common factor in these studies is a search- or browse-centric perspective on 
web use. These “two predominant interface modes” [4] (pp 177-178) are often taken 
as the window through which to study user actions on the web. However, such a 
perspective may prevent a real understanding of the user’s goals in being online. In 
the scenarios described above, the users have very clear tasks they wish to perform. 
To what extent can the classifications outlined here accommodate these tasks? 

In the locating a book scenario, Juan is trying to locate a book that he knows exists 
and he uses the search engine on the bookshop web site to try and do so. This could 
be seen as analogous to the navigational searches proposed by Guha et al [1] where 
the user tries to locate a known document, or by Broder [2] where the user is 
searching for the web site of a known organisation or individual. In this case the 
target is a book, but the principle of trying to locate a known item is the same and this 
task seems fairly well accounted for by the classifications described above. However 
in the case of Broder [2], consideration is not given to the reason why the user wishes 
to locate a particular web site. Presumably visiting the site is not an end in itself, but 
part of the strategy for performing another task such as finding a phone number or 
arranging car rental. 

The focus on classifying search behaviours means none of the schemes discussed 
so far can account for the task Matt carries out in the arranging a trip scenario. Whilst 
the resource-interact goal of Rose and Levinson [3] and the transactional queries of 
Broder [2] suggest an intention to carry out further interaction beyond the search 
(perhaps indicating a greater overall goal), the search itself is still seen as the user’s 
primary task. No mention is given of arranging something as an overarching reason 
for being online, or even carrying out a search. Whilst no queries such as “arrange trip 
to conference” (the task Matt is performing) are reported, this likely reflects that users 
are aware of the limitations of search engines and therefore do not enter such queries, 
rather than a lack of desire to perform such tasks. 

3.2   Distinguishing Between Needs and Strategies 

Drawing on work in domains such as organisation science Choo, Detlor and Turnbull 
[5] highlight a distinction between a user’s information needs and the information 
seeking strategies they employ to meet these needs. A similar distinction could also 
be made between the task a user intends to carry out online, and the strategies they 
use to complete this task. 

Morrison, Pirolli and Card [6] describe a taxonomy of web activites with three 
variables: the purpose of a search, the method used, and the content of the information 
being searched for. Whilst these variables appear neatly defined, the classification of 
some activities suggests the variables may not be mutually exclusive in the form 
proposed by the authors. For example, some methods are seen to be triggered by a 
particular goal (find, collect) whereas others are not (explore, monitor). In this case it 
may be that explore and monitor actually represent goals in their own right, and 
should be classed under purpose. 
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Sellen, Murphy and Shaw [7] describe a classification that identifies six activities 
carried out on the web (finding, information gathering, browsing, transacting, 
communicating, housekeeping), based on a study of web use by twenty-four 
knowledge workers.  This classification is not limited to describing variations of 
searching or browsing, and does attempt to capture the user’s needs or goals in using 
the web. However, by focusing purely on web-based tasks (excluding communication 
by email, for example), the classification does make assumptions about the strategies 
being used in performing tasks online.  

3.3   Summary 

The literature outlined above demonstrates that there are many ways to conceptualise 
the activities people perform on the web. But to what extent do these classifications 
represent a valid account of users’ goals when online? In general, the classifications 
address just a small selection of the tasks users may wish to perform online, they 
characterise component parts of much larger tasks which are not identified or 
accounted for, or draw distinctions between tasks where these may not actually exist. 
By taking a search-centric view of web usage some classifications also make 
assumptions about the strategies a user might employ. Even some schemes that 
attempt to distinguish needs from strategies remain driven by the principle of an 
information need and information seeking strategy, rather than a task need and a 
strategy for performing it. 

These factors suggest that a fuller understanding of the range and nature of tasks 
performed online is necessary. In contrast to current classifications, any broader 
conceptualisation must adequately account for the scenarios given at the start of this 
paper, and must not assume the use of specific technology such as search engines or 
web browsers. In fact, rather than focusing solely on the web as the medium, the only 
assumption made should be of the user performing tasks using an internet connected 
device. Distinguishing the web from the rest of the internet in the case of task 
performance would be to confuse the task need with the strategy employed. 

4   A User-Oriented Classification of Online Tasks 

Drawing on the schemes described above and the discussion of their limitations, the 
following classification is proposed as a model of tasks users perform online. 

Table 1. a user-oriented classification of online tasks 

Task Definition Example 
Locating Looking for an object or 

chunk of information 
which is known or 
expected to exist; it may 
or may not have been 
seen before by the user. 

Locating an article from a 
journal, an image for a 
school project, or 
information about a book a 
friend recommended. 
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Exploring Gathering information 
about a specific concept 
or entity to gain 
understanding or 
background knowledge of 
that concept or entity. 

Exploring a philosophical 
theory to understand its 
central tenets; getting 
background information 
about an organisation 
before a job interview. 

Monitoring Checking known sources 
that are expected to 
change, with the express 
intention of detecting the 
occurrence and nature of 
changes. 

Monitoring news web sites 
during an election; 
checking email accounts 
for new messages; 
watching discussion fora 
for new ideas or 
information. 

Grazing Moving speculatively 
between sources with no 
specific goal in mind, but 
an expectation that items 
of interest may be 
encountered.  

Following links that spark 
your interest on someone’s 
web log, just to see what 
you find. 

Sharing Making an object or 
chunk of information 
available to others. 

Sharing holiday photos 
through an online photo 
album; uploading a journal 
article to your personal 
web site. 

Notifying Informing others of an 
event in time or a change 
of state. 

Emailing a group of 
friends to tell them you 
will be going to a concert 
at the weekend. 

Asserting Making statements of fact 
or opinion. 

Writing on your web site 
that you like a certain film 
or artist, or that you own a 
certain book. 

Discussing Exchanging knowledge 
and opinions with others, 
on a specific topic. 

Posting a comment on a 
discussion forum stating 
that you disagree with a 
previous post, explaining 
why, and then receiving 
responses from others. 

Evaluating Determining whether a 
particular piece of 
information is true, or 
assessing a number of 
alternative options. 

Choosing which film to 
see at the weekend, based 
on what’s showing, where, 
and at what time. 

Arranging Coordinating with third 
parties to ensure that 
something will take place 
or will be possible at a 

Arranging travel and 
accommodation for an 
international conference.  
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certain time. 
Transacting Transferring money or 

credit between two 
locations; may or may not 
have some consequence 
in the offline world. 

Paying a bill, or 
transferring money 
between accounts. 

 
Relating this classification to the work of others, the informational goal of Rose 

and Levinson [3] maps clearly to the task of exploring described in Table 1, whilst the 
resource goal relates closely to the locating task introduced above. However, the 
navigational goal of Rose and Levinson [3] has no equivalent here as it is concerned 
merely with getting to a specific web site the user has in mind; it doesn’t address the 
task the user intends to perform when they reach the site in question. The same 
criticism applies to the taxonomy of web searches developed by Broder [2], where in 
both the navigational and transactional types the user is attempting to reach web sites 
where they can perform their task. Considering the taxonomy of Morrison et al [6] 
raises an issue mentioned previously, that explore and monitor as they characterise it 
may actually represent tasks not methods. If this is the case then they correspond well 
to the tasks of exploring and monitoring introduced here in Table 1. 

Several of the activities identified by Sellen et al [7] have direct equivalents in this 
classification. For example, their activity of finding maps directly to that of the 
locating task presented here, whilst both classifications define transacting in similar 
terms. The information gathering activity captures aspects of both the exploring and 
evaluating tasks introduced in this paper. Similarly their concept of browsing 
encompasses elements of monitoring and grazing, without distinguishing the two as 
this classification does. Whilst the similarities between tasks such as locating and 
finding provide a degree of validation for this classification, these examples also 
highlight the greater granularity of the tasks introduced in this paper. 

The classification presented here addresses a wider range of user tasks than those 
described in Section 3 above. One reason for this greater coverage is that it explicitly 
includes tasks such as notifying and sharing that assume an audience or recipient 
other than the user. Secondly, this classification doesn’t make assumptions about the 
technology being used in performing the task, only that the user is online by way of 
some form of internet connected device. For example, notifying might take place via 
email, and discussing could take the form of an instant messaging conversation. This 
serves to not limit the classification to a specific domain such as searching using a 
conventional web search engine, or a specific internet medium such as the web. 

4.1   Linked Tasks 

During any one online session, a user may perform a number of tasks that, whilst 
distinct, are in some way related; these could be thought of as linked tasks. For 
example, you may have heard that a concert is on in the city where you live. You 
would like to go to the concert, and so use a listings web site to find out that it starts at 
8pm. Thinking that your friends might like to go as well, you then email them to let 
them know about the concert, mentioning the start time. In this case the first task is 
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clearly an example of locating, as you set out to find a certain piece of information, 
whilst the second task constitutes notifying. Here the two tasks bear a thematic 
relationship but remain tasks in their own right, each addressing a particular goal. 
Similarly, monitoring a news web site may reveal a story of interest that results in the 
user grazing related sites with the expectation of finding other relevant items. 
Shopping online can be seen as a further example of linked tasks. The act of paying 
for goods or services can be classified as transacting, and this may be preceded by 
locating a specific item to purchase or evaluating a number of different options. 

4.2   The Role of User Contexts 

As the scenarios introduced earlier demonstrate, users rarely perform tasks in 
isolation. Taking the arranging a trip scenario as an example; without the knowledge 
gained from those around him Matt would likely have booked the more expensive 
flight to Ljubljana. He may also have begun a long and detailed search for alternative 
hotels within reach of the conference venue when he found that all official hotels 
were full. Similarly Alice’s knowledge is crucial in helping Juan locate a book in the 
first scenario, both in recommending the book initially based on her own previous 
experience of reading it, and in clarifying the title. 

In fact, a number of aspects of a user’s context can be identified that may have 
significant roles to play in shaping the nature of the task and the way in which it’s 
performed. These might include factors such as a user’s social networks, their 
previous experiences, preferences they hold, their current location, services or third 
parties they trust, or the resources they have available for performing the task. 

Crucially these context factors are likely to manifest themselves differently 
depending on the task being performed. For example, in tasks such as notifying or 
sharing, members of a user’s social network may be seen as the audience for the task 
or the beneficiaries of its outcome, rather than sources of assistance as in the scenarios 
above; discussing on the other hand might involve contribution from all individuals, 
presumably for mutual benefit. Taking the factor of trust as an example, the extent to 
which a user trusts a third party web site may be of great significance if they are 
carrying out a transacting task such as paying for goods or transferring money. 
However, in contrast, if they are exploring a controversial topic and simply want to 
survey a broad range of opinions it may not matter whether they trust the sources they 
find or not. 

5   Tool Support for Online Tasks 

5.1   Conventional Internet Tools 

If the classification presented in Table 1 represents the tasks people perform online, 
how are these tasks supported by current tools available on the web, and the internet 
as a whole? Some existing tools address the needs of these tasks fairly well. For 
example, software that reads news feeds from multiple web sites and aggregates the 
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results on a user’s desktop are a successful and widely used means of monitoring 
many sources at once. Unfortunately a similar level of uptake has not been seen with 
tools that monitor multiple email accounts, perhaps due to a lack of standardised ways 
of accessing web-based email accounts, and users often have to perform this task 
manually.  

In many circumstances traditional search engines are an effective means of 
locating objects or information, although the locating a book scenario illustrates the 
type of situation where this is not the case. Furthermore, searches are largely limited 
to textual content due to the complexity of indexing other media such as images or 
music. 

A number of question answering engines such as Ask Jeeves1 are available that 
may be able to help evaluate if a certain piece of information is true, although the user 
may not be sure whether to trust the source of the answer. Furthermore, many 
comparison web sites exist that are able to evaluate the cheapest place to buy a 
product, or the fastest route between two points, but they are only able to use 
information explicitly represented in their databases, rather than reasoning about 
alternatives that may meet the user’s criteria. This is highlighted in the second 
scenario, where the travel web site Matt uses is only able to provide information about 
routes he specifies, rather than reason about alternative ways of reaching the same 
destination. 

As these examples and the problem analysis given above demonstrate, there is a 
need for tools and technologies that better support the user in performing tasks online. 

5.2   Applications of Semantic Web Technology 

A number of tools are discussed below that go some way to addressing these 
shortcomings, and move towards greater support of the kinds of tasks identified in 
Table 1. Whilst their features may be described in different terms by their authors, 
these tools can all be seen to support aspects of the exploring task introduced above. 
To varying degrees they all draw on Semantic Web technologies or principles to 
support their additional functionality. The Semantic Web vision [8] [9] proposes an 
extension of the current web that takes it from a collection of interlinked documents 
for human consumption to a space where information is sufficiently structured, and 
the rules that define this structure sufficiently explicit, as to allow machines to 
understand and reason with it. Fundamental to this vision are the basic building 
blocks of knowledge represented using the Resource Description Framework (RDF), 
and rules for logical inference in the form of ontologies. 

Guha et al [1] describe a system known as TAP, which seeks to support what they 
term research searches. By using Semantic Web data describing concepts and their 
relationships to others entities, the system is able to provide search results tailored to 
the concept being searched for. This principle is illustrated with the example of a 
search for the musician Yo-Yo Ma that returns “his current concert schedule, his 
music albums, his image, etc.” (pp. 702). If however the search term denoted a 
researcher rather than a musician, the system might return information about the 

                                                           
1 http://www.ask.com/ 
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person’s publications or their research interests. In terms of the exploring task, this 
approach may help the user by providing links to background information not easily 
assembled using conventional web search engines. 

Also supporting users in exploring concepts or entities is the browsing tool Magpie 
[10]. In contrast to TAP this tool assumes that the user has been able to reach a 
document that contains some concepts or entities of interest. A user-selected 
ontological layer over the original document then allows the invocation of semantic 
services related to those concepts. This serves the purpose of providing related 
information that may not be explicitly mentioned on the page being viewed. 

Another tool that builds on the browser metaphor and applies it to the Semantic 
Web is Haystack [11]. Here the user is able to browse arbitrary collections of RDF 
metadata through a point and click interface, with links being made between 
semantically related items. Crucially this tool is able to gather information on a 
particular topic from multiple sources and assemble it in one place, in contrast to 
conventional models of web browsing where the user may have to visit several 
different pages or sites to gather related pieces of information. 

Whilst implemented differently (on the web rather than on the desktop), the 
application CS AKTive Space [12] provides a similar ability to explore relations 
between concepts or entities, although in this case the system is limited to the domain 
of computer science research in the UK. 

One feature these tools have in common is the ability to present the user with new 
pieces of information, or make new connections between concepts or entities that 
might not otherwise have been apparent; this ability is a key feature of the Semantic 
Web. To this end they make a significant step towards supporting users in the task of 
exploring concepts or entities to gain additional knowledge or understanding. 

However, many of the other tasks identified earlier are not so well supported. For 
example, resolving the issues highlighted by the scenarios presented in Section 1 
requires tools adapted to locating and arranging that go beyond the traditional search 
engines and travel web sites currently available. Semantic Web technologies such as 
those outlined in [9], may provide the technological basis for building such tools, by 
enabling the creation of large, distributed, and dynamic knowledge bases, and the 
means to reason across them. 

In the locating a book scenario, this might enable Juan to specify that the book he 
is looking for is called something like “The Sergeant’s Guitar”. A system that could 
make use of background knowledge about the semantic links between ‘sergeant’ and 
‘captain’, and between ‘guitar and mandolin’, might be able to identify “Captain 
Corelli’s Mandolin” as one possible match within the online bookshop, rather than 
returning no results. Similarly when arranging a trip, a Semantic Web application 
could take Matt’s destination as an input, reason about ways of reaching that 
destination and propose a number of travel itineraries, leaving Matt to choose the one 
that best meets his needs. In both these cases, tools that draw on aspects of Juan and 
Matt’s contexts, particularly knowledge held by those around them, would be 
beneficial in completing the tasks. 

Of the tools discussed above, perhaps the only one to take any account of user 
context is Magpie. The user’s selection of an ontological layer could be seen to reflect 
some aspect of their context, in that subscription to a shared conceptualisation likely 
reflects their perspective on a domain to some extent. However, this representation of 
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context is implicit and does not approach the richness of the factors proposed in this 
paper. 

6   Conclusions: From a Semantic Web to a Task-Focused Context-
Aware Internet 

In conclusion, unless tools are developed that are adapted to the task the user wishes 
to perform, and that take into account the contexts in which the user exists, the kind of 
obstacles highlighted in the scenarios above are likely to remain. Task-focused and 
context-aware tools could provide a more effective means for users to perform tasks 
online than current web tools, and Semantic Web technologies may provide the 
platform for developing them, if the following challenges can be met. Firstly, can a 
user’s contextual data be captured and made available on the Semantic Web in a 
meaningful and reusable form, and how might this be achieved? Secondly, can tools 
be developed that are able to reason about the contextual information needed to assist 
in the performance of a particular task? 

Such tools should be extended to cover the full spectrum of tasks users perform 
online, and also operate across a wider range of internet platforms such as email and 
instant messaging. Not to do so would draw a distinction between the web and the 
wider internet based on technical grounds such as the particular protocol being used. 
Distinctions of this sort hold little meaning for the average user, who is concerned 
primarily with performing a task irrespective of how tools are implemented. To this 
end it may be more appropriate to envision a task-focused context-aware internet, 
where all online activities can benefit from the use of semantic technologies. 
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Abstract. The notion of the Semantic Web has emerged as a solution to the 
problem of organizing the immense information provided by the World Wide 
Web. However, this information has to be constantly updated and reorganized 
in order to better serve the changing needs of the web users. A static Semantic 
Web can therefore be of little use in the environment of the ever-transforming 
World Wide Web. In the context of the present work, we propose a framework 
for web usage driven adaptation of the Semantic Web. Based on the usage of 
the web, we perform evolution of its topology and ontology. This procedure 
aims to facilitate the way the user interacts with the web, resulting in an in-
crease in the usability of the web through the refinement of its physical and se-
mantic structure.  

1   Introduction 

Being a large and dynamic information source, both structurally complex and ever 
growing, the World Wide Web poses great difficulties to its full exploitation. The 
Semantic Web addresses this problem by “giving information a well-defined mean-
ing, better enabling computers and people to work in cooperation” [1]. This is imple-
mented by expressing the web data in forms that are machine-understandable and 
machine-processable, in order to be more efficiently maintained by software agents. 

Nevertheless, a significant issue, which is usually overlooked, is the usability of 
the Semantic Web. The way with which a user browses the web is heavily dependent 
on his needs, knowledge and interests. These needs and interests have to be addressed 
by the Semantic Web, in order for enhancement to be achieved in the user’s interac-
tion with the web. Moreover, since these preferences are altered through time, the 
Semantic Web must have the ability to satisfy them through a constant adaptation 
process. 

In [8, 9] we introduced a framework for self-adaptive web sites. The present paper 
extends this work by addressing the adaptation of the Semantic Web, based on web 
usage data. A framework that employs web usage mining as well as text mining meth-
odologies is presented. The proposed framework adapts the web in order to assist the 
users in their browsing tasks. Both the physical and semantic structure of the web are 
targeted. The web site ontology is semi-automatically built and evolves through the 
adaptation procedure. 



The remainder of this paper is organized as follows: Section 2 describes the ap-
proaches that have been followed by researchers in the area of web adaptation. Sec-
tion 3 introduces the theoretical principles upon which our framework was built. 
Section 4 presents an architecture that implements the framework. Section 5 discusses 
the results of the proposed approach on the usability of the web. Finally, the paper is 
concluded and some plans for future work are provided. 

2   Related Work 

Providing users with assistance in their web navigation can help keep them in a web 
site, or even attract more visitors. This has always been a popular subject, especially 
in the e-commerce domain. Several systems have been developed towards this direc-
tion. WebWatcher [7] suggests links that may interest a user, based on the online 
behaviour of other users. Each user is asked, upon entering the site, what kind of 
information he is seeking. Before he departs, he is asked whether he has found what 
he was looking for. His navigation paths are used to deduce suggestions for future 
visitors that seek the same content. These suggestions are visualized by highlighting 
existing hyperlinks. 

The Avanti project [6] tries to predict the user’s final objective as well as his next 
step. A model for the user is built, based partly on information the user provides 
about him. His interests are also extracted from his navigation paths. Visitors are 
provided with direct links to pages that are probably the ones they are looking for. In 
addition, hyperlinks that lead to pages of potential interest to each visitor are high-
lighted. 

A drawback of both the WebWatcher and the Avanti system is that they require 
the active participation of the users in the adaptation process, by asking them to pro-
vide information about themselves. On the other hand, the Footprints [13] system 
relies entirely on the navigation paths of the users. The system does not perform user 
identification. All navigation paths are recorded and the most frequent ones are pre-
sented to the visitor, in the form of maps or trails. Html pages also display next to 
each link the percentage of people who have followed it. Nevertheless, as in the Web-
Watcher and the Avanti systems, no adaptation of the site’s structure is performed. 

Perkowitz et al [12] have presented a conceptual framework for adaptive web 
sites. They have focused on the semi-automatic creation of index pages, based on 
discovering clusters of pages. They assume that if a large number of visitors fre-
quently visit a set of pages, this provides strong evidence that these pages are related. 
They have developed two cluster mining algorithms, PageGather and IndexFinder. 
The first one relies on a statistical approach to discover candidate link sets, while the 
second is a conceptual cluster mining algorithm, as it finds link sets that are concep-
tually coherent. They have also performed experiments on three web sites by placing 
the automatically generated pages online and observing the user response. 

However, the majority of the existing approaches in web adaptation lack in a cru-
cial factor: they do not address the semantic aspect of the web. The ontological per-
spective is overlooked and the researchers’ attention is drawn mainly by the site to-
pology. Even though the improvement of the site topology is unquestionably signifi-



cant, we should not disregard the fact that users browse a site mainly for its content. 
Consequently, the content classification structure should also be adaptive through the 
evolution of the site ontology. The innovative concept of the Semantic Web is a most 
suitable region for applying such adaptation methodologies, targeting to the direct 
benefit of the end users.  

3   Framework 

The proposed framework defines the adaptation process as absolutely transparent to 
the user, requiring no active participation from him. In addition, the adaptations of 
our framework perform web transformation, instead of focusing on personalization 
tasks. Mobasher et al [10] define personalization as “any action that tailors the web 
experience to a particular user, or a set of users”. On the other hand, according to 
Perkowitz et al [11], transformation is “improving the site’s structure based on inter-
actions with all visitors”. The advantage of this approach is that it does not require 
user identification, which cannot be safely performed from usage data, unless the user 
contributes in an explicit or implicit way [5]. Nevertheless, most users are reluctant to 
give away personal information. Moreover, through transformation, transparency is 
achieved, as the adaptation procedure relies completely on the data gathered in the 
access logs. 

Coenen et al [2] distinguish between tactical and strategic adaptations in their 
framework for self-adaptive web sites. They call tactical the adaptations that can be 
performed in real time, without the webmaster’s approval, since they do not affect the 
overall site structure. On the other hand, strategic adaptations are the ones that “go 
against or conflict with the original beliefs of the site, and consequently have an im-
portant influence on the original site-structure”. Coenen et al suggest that such modi-
fications should be performed offline, with the approval of the webmaster. 

The role of the webmaster is considered fundamental in the present framework. 
Human designers often dedicate a large effort in developing a site. By no means, the 
adaptation process should undo their work. The framework puts the webmaster in 
charge of the adaptation procedure, by requiring from him to approve the adaptations. 
In addition, we propose an adaptation engine that will learn from the webmaster’s 
responses. Instead of predefining which modifications are strategic and which tacti-
cal, the adaptation system should gradually learn to classify the adaptations, by study-
ing the webmaster’s approvals and rejections of proposed adaptations. Adaptations 
that are classified by the system as tactical should be applied automatically, without 
the webmaster’s interference. In this way, the site will adapt not only to the end user’s 
preferences, but to the webmaster’s as well. 

In order to improve the reorganization of the information provided by a web site, 
we have exploited the semantic aspect of the web. Apart from the topology of the 
web site, the framework also addresses the evolution of the site ontology. A web site 
ontology is strongly related to the topology of the site. It is comprised of the thematic 
categories covered by the site’s pages. These categories are the concepts of the ontol-
ogy. Each web page, depending on its content, is an instance of one or more concepts 
of the ontology. The concepts can be organized in a hierarchy, representing an “is a” 



relationship. This means that a class is a subclass of another class if every instance of 
the second class is also an instance of the first. 

Figure 1 illustrates the web site ontology of the University of Manchester School 
of Informatics (http://www.co.umist.ac.uk). The ontology has been built considering 
the organization of the thematic categories as this is defined in the current topology of 
the site. The hierarchy’s top level contains seven classes: School, Undergraduate 
Programmes, Postgraduate Taught Programmes, Postgraduate Research, Research, 
News and Intranet. These are the main thematic categories of the site. These catego-
ries are then expanded to more specific concepts, which are represented by sub-
classes. All the concepts are instantiated in the web pages of the site. 
 

 
Fig. 1. The School of Informatics web site ontology 



It must be stressed that the web site ontology is quite different from the domain on-
tology [4]. The latter describes relationships between the concepts of a domain, 
whereas the first is based on the organization of the information found in a web site. 
The ontology of a domain is usually more complex than the ontology of a web site 
related to the same domain. However, the maintenance of a web site ontology re-
quires considerable effort and has to be performed on a regular basis, since the con-
tent of a web site is constantly updated. 

The adaptation of the ontology can include the discovery of new associations be-
tween its concepts. Moreover, a concept can be found to have more than one super-
classes or a web page to be an instance of more than one concepts. Finally, a web 
page may possibly need to be categorized under a different concept than its current 
one. 

4   Architecture 

Figure 2 presents an architecture implementing the theoretical principles of the pro-
posed framework. As it can be seen, the inputs of the adaptation process consist of 
the server’s access logs, the site topology and ontology. The whole procedure aims at 
the evolution of the topology and ontology of the web site. 

The adaptation starts with a preprocessing stage, during which the data stored in 
the raw access logs are cleaned and visiting sessions are identified. The sessions are 
then mined with the use of Frequent Itemset Mining algorithms in order to produce 
pagesets. We call pagesets the sets of pages that are frequently accessed together 
throughout the same session. 

The extracted pagesets are classified in relation to certain features of their pages. 
More specifically, two classification criteria have been used: linkage state and con-
tent. The first criterion refers to the connection that the pages of each pageset have, 
according to the site structure. The key factor is whether the pages contained in a 
pageset, are directly linked to each other or not. Pagesets of unlinked pages might 
suggest the insertion of shortcut links between these pages, in order to achieve shorter 
navigation paths. From the pagesets of linked pages, changes in the appearance of 
existing links can be extracted. For example, if an index page and some of its links 
comprise one or more pagesets, then by highlighting these links in the index page, 
first time visitors would be able to navigate the site easier. 

The second classification criterion refers to the content of the pages contained in 
each pageset. The pages of the pagesets are classified in order to discover new asso-
ciations between the concepts of the site ontology. More particularly, if a pageset 
includes pages belonging to concepts that were not previously linked, the ontology 
should then be modified to reflect the relevance these concepts have, according to the 
preferences of the users. 

Based on the linkage state and content classification, a report containing proposals 
for the improvement of the site is generated. This report contains proposals for the 
insertion of shortcut links from source pages to target pages that are frequently ac-
cessed together but are currently not linked. It also contains proposals for the change 



of the appearance of popular hyperlinks. Furthermore, the report contains proposals 
for the evolution of the site ontology. 

After the proposed modifications have been revised by the webmaster, they can be 
applied to the web site. The site topology is then refined through the insertion of new 
shortcut links, as well as changes in the appearance of the existing ones. The ontology 
is also refined in a number of ways. 
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Fig. 2. Web site adaptation architecture 

5   Results and Discussion 

We have applied our methodology on the University of Manchester School of Infor-
matics web site. The topology of the web site was refined through the insertion of 
new shortcut links between pages that were not previously linked together, as well as 
through the highlighting of popular existing links. In addition, the web site ontology 
was modified in several ways, based on the outcomes retrieved from the classified 
pagesets. 



More specifically, the adaptation system produced two sets of reports: shortcut 
links reports and highlighted links reports. Figure 3 shows an extract from a report 
containing proposals for insertion of shortcut links. From a source page, shortcut 
links to target pages are suggested. The target pages have been found to be frequently 
visited after the source page. However, the source page is not linked to the target 
pages, thus forcing the users to follow alternative paths in order to reach them. 
Shorter navigation paths can be therefore achieved if the source page is linked to the 
target pages. This is the purpose of this type of report. For instance, some pages that 
contain additional resources on certain courses are frequently accessed by users after 
accessing the “Information on Modules” page, which contains a list of all the depart-
ment’s modules. Consequently, as it can be seen in Figure 3, shortcut links are pro-
posed that lead to these pages. 

 

 

Fig. 3. Extract from a shortcut links report 

 
The highlighted links report is comprised of suggestions for emphasizing popular 

hyperlinks. This can be quite useful, especially in pages that contain large amounts of 
hyperlinks, such as index pages. In such cases, the user can gain valuable time if 
prompted with the most popular choices. Figure 4 shows an example of a highlighted 
links report. Certain links, based on their popularity have been proposed to be sug-
gested to the user who visits the “Postgraduate Research Programmes” page. 

 

 

Fig. 4. Extract from a highlighted links report 

 
Figure 5 shows an example of a modified web page, according to our system’s 

suggestions. It is the “Information on Modules” page, which is very popular in the 
users’ preferences. The page has been modified to facilitate the navigation of the 
users during the first semester. Shortcut links to popular courses of the first semester 
have been inserted in the left side of the page, under the title “Quick links”. More-
over, popular links that already existed, such as the hyperlink leading to the page of 
the “Personal and Professional Development” course, have been highlighted. 



 

Fig. 5. Example of modified web page 

 
The web site ontology was modified in several ways, based on the outcomes re-

trieved from the classified pagesets. The resulting ontology, after the application of 
adaptations suggested by our system, is shown in Figure 6. Based on these adapta-
tions, the content organization of the site was altered to better satisfy the needs of its 
visitors. For the content classification of the web pages belonging to the pagesets, a 
classifier implementing the Support Vector Machines categorization algorithm [3] 
was used.  

First of all, new associations were discovered between concepts. These associa-
tions reflect the interests of the users, as documents belonging to these concepts are 
frequently accessed together. New associations were inserted between the following 
concepts: 

 “Research” and “Students” 
 “Research” and “Staff” 
 “School” and “Students” 
 “School” and “Staff” 
 “Students” and “Staff” 

 



 
Fig. 6. Refined web site ontology of the School of Informatics  

 
Reorganization of the concepts’ hierarchy was also performed. Further improve-

ments included the creation of new categories, the removal of existing categories, as 
well as changes to the levels of hierarchy that the concepts belong to. For instance, 
the “Staff” concept was previously a subconcept of the “School” concept, which 
resided in the highest level of the ontology. It should be noted that the “Staff” concept 
has as instances all the web pages that carry information about the staff members of 
the school. However, the high frequency with which this concept appeared in the 
pagesets implies the significance that it has in the interests of the users. It would be 
thus appropriate to transfer this concept to the top level of the ontology, as shown in 
Figure 6. Based on the performed classification, the undergraduate and postgraduate 
programmes were grouped under the more general concept “Students”. The “School” 
concept was also extended to include more subconcepts. 



The ontology of the site was extended to include multiple instances of concepts or 
multiple subconcepts. The categorization of the web pages that was carried out, sug-
gested that several pages belong to more than one concept. Moreover, in some cases, 
web pages and the corresponding concepts were categorized under different concepts 
than they previously were in the existing ontology. The site ontology should be there-
fore updated in order to reflect this fact. For example, the “Job vacancies” web page, 
which corresponds to the “Job Vacancies” concept, was found to be an instance of 
both the “Staff” and “Research” concepts. The information contained in this page 
regards mainly research job posts and is also highly related to the “Staff” concept. 
This page was previously categorized only under the “School” concept. In the up-
dated ontology (Figure 6), the “Job Vacancies” concept has been placed both under 
the “Staff” and “Research” concepts. The same modification has been applied to the 
concepts “Visiting Professors”, “Administrative Information for Students”, etc.  

Finally, useful conclusions were deduced about the usage of the web site. Particu-
larly, the thematic category that was the first in the preferences of the users was, as 
expected, the “Students” concept. This concept contains all pages that support the 
school’s modules, both undergraduate and postgraduate. This is not surprising, since 
most of the traffic is generated by the students. Second in the users’ interests comes 
the “Staff” concept. The “Research” concept is third, followed by the “School” cate-
gory. These results can be used to enhance the performance of the server, for example 
by the use of additional servers that will host the popular resources, or to promote the 
problematic concepts by making them more easily accessible. 

6 Conclusions and Future Work 

The present work investigated a web usage driven approach on the adaptation of the 
Semantic Web. A framework was introduced that enables adaptation of the web to-
pology and ontology to the needs and interests of web users. In addition, an architec-
ture based on the principles of the framework was presented. The proposed adapta-
tion process exploits the access data of the users, together with the semantic aspect of 
the web, in order to facilitate web browsing.  

A real web site was used as a case study, in order to study the impact that the pro-
posed framework can have on the usability of the web. The topology and ontology of 
the site were refined in several ways. Apart from changes in specific web pages, en-
hancements of the whole formation of the site were derived. Furthermore, useful 
knowledge was acquired, regarding the overall usage of the site. The sections that 
mostly interest the users were identified, leading to further improvements in their 
usability. Moreover, the regions of the site that need more promotion were revealed.  

The current framework regards each web site as a separate unit. In future work, we 
plan to extend this approach, by performing simultaneous adaptation of multiple web 
sites. This task requires consideration of the relationships between the topologies and 
ontologies of different web sites. This extension is necessary in order to view the 
World Wide Web as an integral whole, towards the development of the Adaptive 
Semantic Web. 
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Abstract. In this paper, we present our experience in applying col-
laborative filtering to real-life corporate data. The quality of collabora-
tive filtering recommendations is highly dependent on the quality of the
data used to identify users’ preferences. To understand the influence that
highly sparse server-side collected data has on the accuracy of collabo-
rative filtering, we ran a series of experiments in which we used publicly
available datasets and, on the other hand, a real-life corporate dataset
that does not fit the profile of ideal data for collaborative filtering. We
have performed a series of experiments on two standard data sets (Each-
Movie and Jester) and a real-life corporate data.

1 Introduction and motivation

The goal of collaborative filtering is to explore a vast collection of items in
order to detect those which might be of interest to the active user. In contrast
to content-based recommender systems which focus on finding contents that
best match the user’s query, collaborative filtering is based on the assumption
that similar users have similar preferences. It explores the database of users’
preferences and searches for users that are similar to the active user. The active
user’s preferences are then inferred from preferences of the similar users. One
of the main advantages of pure collaborative filtering is that it ignores the form
and the content of items and can therefore also be applied to non-textual items.

The accuracy of collaborative filtering recommendations is highly dependant
on the quality of the users’ preferences database. In this paper we would like
to emphasize the differences between applying collaborative filtering to publicly
available datasets and, on the other hand, to a dataset derived from real-life cor-
porate Web logs. The latter does not fit the profile of ideal data for collaborative
filtering.

The rest of this paper is arranged as follows. In Sections 2 and 3 we discuss
collaborative filtering algorithms and data quality for collaborative filtering. Our
evaluation platform and the three datasets used in our experiments are described
in Sections 4 and 5. In Sections 6 and 7 the experimental setting and the eval-
uation results are presented. The paper concludes with the discussion and some
ideas for future work (Section 8).



2 Collaborative filtering

There are basically two approaches to the implementation of a collaborative
filtering algorithm. The first one is the so called “lazy learning” approach (also
known as the memory-based approach) which skips the learning phase. Each
time it is about to make a recommendation, it simply explores the database of
user-item interactions. The model-based approach, on the other hand, first builds
a model out of the user-item interaction database and then uses this model to
make recommendations. “Making recommendations” is equivalent to predicting
the user’s preferences for unobserved items.

The data in the user-item interaction database can be collected either ex-
plicitly (explicit ratings) or implicitly (implicit preferences). In the first case the
user’s participation is required. The user is asked to explicitly submit his/her
rating for the given item. In contrast to this, implicit preferences are inferred
from the user’s actions in the context of an item (that is why the term “user-
item interaction” is used instead of the word “rating” when referring to users’
preferences in this paper). Data can be collected implicitly either on the client
side or on the server side. In the first case the user is bound to use modified
client-side software that logs his/her actions. Since we do not want to enforce
modified client-side software, this possibility is usually omitted. In the second
case the logging is done by a server. In the context of the Web, implicit prefer-
ences can be determined from access logs that are automatically maintained by
Web servers.

Collected data is first preprocessed and arranged into a user-item matrix.
Rows represent users and columns represent items. Each matrix element is in
general a set of actions that a specific user took in the context of a specific item.
In most cases a matrix element is a single number representing either an explicit
rating or a rating that was inferred from the user’s actions.

Since a user usually does not access every item in the repository, the vector
(i.e. the matrix row), representing the user, is missing some/many values. To
emphasize this, we use the terms “sparse vector” and “sparse matrix”.

The most intuitive and widely used algorithm for collaborative filtering is
the so called k-Nearest Neighbors algorithm which is a memory-based approach.
Technical details can be found, for example, in Grcar (2004). The algorithm is
as follows:

1. Represent each user by a sparse vector of his/her ratings.
2. Define the similarity measure between two sparse vectors. In this paper, we

consider two widely used measures: (i) the Pearson correlation coefficient
which is used in statistics to measure the degree of correlation between two
variables (Resnick et al. (1994)), and (ii) the Cosine similarity measure which
is originally used in information retrieval to compare between two documents
(introduced by Salton and McGill in 1983).

3. Find k users that have rated the item in question and are most similar to
the active user (i.e. the user’s neighborhood).



4. Predict the active user’s rating for the item in question by calculating the
weighted average of the ratings given to that item by other users from the
neighborhood.

3 Sparsity problem and data quality for collaborative
filtering

The fact that we are dealing with a sparse matrix can result in the most concern-
ing problem of collaborative filtering – the so called sparsity problem. In order to
be able to compare two sparse vectors, similarity measures require some values
to overlap. What is more, the lower the amount of overlapping values, the lower
the relialibility of these measures. If we are dealing with high level of sparsity, we
are unable to form reliable neighborhoods. Furthermore, in highly sparse data
there might be many unrated (unseen) items and many inactive users. Those
items/users, unfortunately, cannot participate in the collaborative filtering pro-
cess.

Sparsity is not the only reason for the inaccuracy of recommendations pro-
vided by collaborative filtering. If we are dealing with implicit preferences, the
ratings are usually inferred from the user-item interactions, as already men-
tioned earlier in the text. Mapping implicit preferences into explicit ratings is a
non-trivial task and can result in false mappings. The latter is even more true
for server-side collected data in the context of the Web since Web logs contain
very limited information. To determine how much time a user was reading a
document, we need to compute the difference in time-stamps of two consecutive
requests from that user. This, however, does not tell us weather the user was
actually reading the document or he/she, for example, went out to lunch, leaving
the browser opened. What is more, the user may be accessing cached informa-
tion (either from a local cache or from an intermediate proxy server cache) and
there is no way to detect these events on the server side.

Also, if a user is not logged in and he/she does not accept cookies, we are
unable to track him/her. In such case, the only available information that could
potentially help us to track the user is his/her IP address. However, many users
can share the same IP and, what is more, one user can have many IP addresses
even in the same session. The only reliable tracking mechanisms are cookies and
requiring users to log in in order to access relevant contents.

From this brief description of data problems we can conclude that for apply-
ing collaborative filtering, explicitly given data with low sparsity are preferred
to implicitly collected data with high sparsity. The worst case scenario is having
highly sparse data derived from Web logs. When so, why would we want to apply
collaborative filtering to Web logs? The answer is that collecting data in such
manner requires no effort from the users and also, the users are not obliged to
use any kind of specialized Web browsing software. This “conflict of interests”
is illustrated in Figure 1.



Fig. 1. Data characteristics that influence the data quality, and the positioning of the
three datasets used in our experiments, according to their properties.

4 Evaluation platform

To understand the influence that highly sparse server-side collected data has
on the accuracy of collaborative filtering, we built an evaluation platform. This
platform is a set of modules arranged into a pipeline. The pipeline consists of
the following four consecutive steps: (i) importing a user-item matrix (in the
case of implicit preferences, data needs to be preprocessed prior to entering
the pipeline), (ii) splitting data into a training set and a test set, (iii) setting
a collaborative filtering algorithm (in the case of the kNN algorithm we also
need to specify a similarity measure) and an evaluation protocol, (iv) making
predictions about users’ ratings and collecting evaluation results. The platform
is illustrated in Figure 2.

Let us briefly discuss some of these stages. In the process of splitting the
data into a training set and a test set, we randomly select a certain percentage
of users (i.e. rows from the user-item matrix) that serve as our training set. The
training set is, in the case of the kNN algorithm, used to search for neighbors
or, in the case of model-based approaches, as a source for building a model.
Ratings from each user from the test set are further partitioned into “given”
and “hidden” ratings, according to the evaluation protocol. For example, 30% of
randomly selected ratings from a particular user are hidden, the rest are treated
as our sole knowledge about the user (i.e. given ratings). Given ratings are used
to find neighbors in the training set, while hidden ratings are used to evaluate the
accuracy of the selected collaborative filtering algorithm. The algorithm predicts
the hidden ratings and since we know their actual values, we can compute the
mean absolute error (MAE) or apply some other evaluation metric.



Fig. 2. The evaluation platform. The notes in italics illustrate our experimental setting
(see Section 6).

5 Data description

For our experiments we used three distinct datasets. The first dataset was Each-
Movie (provided by Digital Equipment Corporation) which contains explicit rat-
ings for movies. The service was available for 18 months. The second dataset with
explicit ratings was Jester (provided by Goldberg et al.) which contains ratings
for jokes, collected over a 4-year period. Users were using a scrollbar to express
their ratings – they had no notion of actual values. The third dataset was de-
rived from real-life corporate Web logs. The logs contain accesses to an internal
digital library of a fairly large company. The time-span of acquired Web logs is
920 days. In this third case the users’ preferences are implicit and collected on
the server side, which implies the worst data quality for collaborative filtering.

In contrast to EachMovie and Jester, Web logs first needed to be extensively
preprocessed. Raw logs contained over 9.3 million requests. First, failed requests,
redirections, posts, and requests by anonymous users were removed. We were left
with slightly over 1.2 million requests (14% of all the requests). These requests,
however, still contained images, non-content pages (such as index pages), and
other irrelevant pages. What is more, there were several different collections of
documents in the corporate digital library. It turned out that only one of the
collections was relevant for the application of collaborative filtering. Thus, the
amount of potentially relevant requests dropped drastically. At the end we were
left with only slightly over 20,500 useful requests, which is 0.22% of the initial
database size.



The next problem emerged from the fact that we needed to map implicit
preferences contained in log files, into explicit ratings. As already explained, this
is not a trivial task. The easiest way to do this is to label items as 1 (accessed) or 0
(not accessed) as also discussed in Breese et al. (1998). The downside of this kind
of mapping is that it does not give any notion of likes and dislikes. Claypool et al.
(2001) have shown linear correlations between the time spent reading a document
and the explicit rating given to that same document by the same user (this
was already published by Konstan et al. (1997)). However, their test-users were
using specialized client-side software, which made the collected data more reliable
(hence, in their case, we talk about client-side implicit preferences). Despite this
fact we decided to take reading times into account when preprocessing Web logs.

Fig. 3. Mapping implicit preferences contained in the corporate Web logs onto a dis-
crete 3-score scale.

We plotted reading times inferred from consecutive requests onto a scatter
plot shown in Figure 3. The X-axis shows requests ordered by their time-stamps,
and the y-axis shows the inferred reading time on a logarithmic scale. We can
see that the area around 24 hours is very dense. These are the last accesses of a
day. People went home and logged in again the next day, which resulted in ap-
proximately 24-hour “reading” time. Below the 24-hour line, at approximately
10-hour reading time, a gap is evident. We decided to use this gap to define
outliers – accesses above the gap are clearly outliers. We decided to map reding
times onto a discrete 3-score scale (scores being 1=“not interesting”, 2=“inter-
esting”, and 3=“very interesting”). Somewhat ad-hoc (intuitively) we defined



two more boundaries: one at 20 seconds and another at 10 minutes. Since items
were research papers and 20 seconds is merely enough to browse through the
abstract, we decided to label documents with reading times below 20 seconds
as “not interesting”. Documents with reading times between 20 seconds and 10
minutes were labelled as “interesting” and documents with reading times from
10 minutes to 10 hours were labelled as “very interesting”. We decided to keep
the outliers due to the lack of data. In the first scenario they were labelled as
“very interesting” and in the second one as “interesting”. Since we had no re-
liable knowledge about the outliers, the second scenario should have minimized
the error we made by taking them into account.

Table 1 shows the comparison between the three datasets. It is evident that a
low number of requests and somewhat ad-hoc mapping onto a discrete scale are
not the biggest issues with our corporate dataset. The concerning fact is that the
average number of ratings per item is only 1.22, which indicates extremely poor
overlapping. Sparsity is consequently very high, 99.93%. The other two datasets
are much more promising. The most appropriate is the Jester dataset with very
low sparsity, followed by EachMovie with higher sparsity but still relatively high
average number of ratings per item. Also, the latter two contain explicit ratings,
which means that they are more reliable than the corporate dataset (see also
Figure 1).

Table 1. The comparison between the three datasets.

6 Experimental setting

We ran a series of experiments to see how the accuracy of collaborative filtering
recommendations differs between the three datasets (from EachMovie and Jester
we considered only 10,000 randomly selected users to speed up the evaluation
process). First, we randomly selected 70% of the users as our training set (the
remaining 30% were our test set). Ratings from each user in the test set were



further partitioned into “given” and “hidden” ratings according to the “all-but-
30%” evaluation protocol. The name of the protocol implies that 30% of all the
ratings were hidden and the remaining 70% were used to form neighborhoods in
the training set.

We applied three variants of memory-based collaborative filtering algorithms:
(i) k-Nearest Neighbors using the Pearson correlation (kNN Pearson), (ii) k-
Nearest Neighbors using the Cosine similarity measure (kNN Cosine), and (iii)
the popularity predictor (Popularity). The latter predicts the user’s ratings by
simply averaging all the available ratings for the given item. It does not form
neighborhoods and it provides each user with the same recommendations. It
serves merely as a baseline when evaluating collaborative filtering algorithms
(termed “POP” in Breese et al. (1998)). For kNN variants, we used a neighbor-
hood of 80 users (i.e. k=80), as suggested in Goldberg et al. (2001). We decided
to evaluate both variants of the corporate dataset (the one where the outliers
were labelled as “very interesting”, referred to as “1/2/3/3”, and the one where
the outliers were labelled as “interesting”, referred to as “1/2/3/2”).

For each dataset-algorithm pair we ran 5 experiments, each time with a differ-
ent random seed (we also selected a different set of 10,000 users from EachMovie
and Jester each time). When applying collaborative filtering to the variants of
the corporate dataset, we made 10 repetitions (instead of 5) since these datasets
were smaller and highly sparse, which resulted in less reliable evaluation results.
Thus, we ran 90 experiments altogether.

We decided to use normalized mean absolute error (NMAE) as the accuracy
evaluation metric. We first computed NMAE for each user and then we averaged
it over all the users (termed “per-user NMAE”) (see Herlocker et al. (2004)).
MAE is extensively used for evaluating collaborative filtering accuracy and was
normalized in our experiments to enable us to compare evaluation results from
different datasets.

7 Evaluation results

Our evaluation results are shown in Figure 4. The difference between applying
kNN Pearson and kNN Cosine to EachMovie is statistically insignificant (we
used two-tailed paired Student’s t-Test to determine if the differences in re-
sults are statistically significant). However, they both significantly outperform
Popularity. In the case of Jester, which has the smallest degree of sparsity, kNN
Pearson slightly, yet significantly outperforms kNN Cosine. Again, they both sig-
nificantly outperform Popularity. Evaluation results from the corporate datasets
(two variants of the same dataset, more accurately) show that predictions are
less accurate and that NMAE value is relatively unstable (hence the large er-
ror bars showing standard deviations of NMAE values). The main reason for
this is low/no overlapping between values (i.e. extremely high sparsity), which
results in inability to make several predictions. In the first scenario (i.e. with
the 1/2/3/3 dataset) we can see that the differences in NMAE of kNN Pearson,
kNN Cosine and Popularity are all statistically insignificant. In the second sce-



Fig. 4. The evaluation results.

nario (i.e. with the 1/2/3/2 dataset), however, kNN Pearson outperforms kNN
Cosine and Popularity, while the accuracies of kNN Cosine and Popularity are
not significantly different.

8 Discussion and future work

What is evident from the evaluation results is that the corporate dataset does not
contain many overlapping values and that this represents our biggest problem.
Before we will really be able to evaluate collaborative filtering algorithms on
the given corporate dataset, we will need to reduce its sparsity. One idea is
to apply LSI (latent semantic indexing) (Deerwester et al. (1990)) or to use
pLSI (probabilistic latent semantic indexing) (Hofmann (1999)) to reduce the
dimensionality of the user-item matrix, which consequently reduces sparsity.
Another idea, which we believe is even more promising in our context, is to
incorporate textual contents of the items. There were already some researches
done on how to use textual contents to reduce sparsity and improve the accuracy
of collaborative filtering (Melville et al. (2002)). Luckily we are able to obtain
textual contents for the given corporate dataset.

What is also evident is that mapping implicit into explicit ratings has great
influence on the evaluation results. We can see that going from Corporate 1/2/3/3
to Corporate 1/2/3/2 is fatal for kNN Pearson (in contrast to kNN Cosine). This
needs to be investigated in greater depth; we do not wish to draw conclusions on



this until we manage to reduce the sparsity and consequently also the standard
deviations of NMAE values.

Also interesting, the Cosine similarity works just as well as Pearson on Each-
Movie and Jester. Early researches show much poorer performance of the Cosine
similarity measure (Breese et al. (1998)).

As a side-product we noticed that the true value of collaborative filtering
(in general) is shown yet when computing NMAE over some top percentage
of eccentric users. We defined eccentricity intuitively as MAE (mean absolute
error) over the overlapping ratings between “the average user” and the user in
question (greater MAE yields greater eccentricity). The average user was defined
by averaging ratings for each particular item. This is based on the intuition that
the ideal average user would rate every item with the item’s average rating.
The incorporation of the notion of eccentricity can give the more sophisticated
algorithms a fairer trial. We computed average per-user NMAE only over the
top 5% of eccentric users. The power of the kNN algorithms over Popularity
became even more evident. In near future, we will define an accuracy measure
that will weight per-user NMAE according to the user’s eccentricity, and include
it into our evaluation platform. We will also consider ways of handling the more
eccentric users differently.
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Abstract. We propose the information delivery process for the end 
user of the Semantic Web, which was divided into three main steps: 
Collection, integration and aggregation step, Filtering or querying step 
and Presentation step. Contemporary search engines are our starting 
point. We analyze them from the users’ point of view: how they 
support users, and which user requirements they try to approach. We 
also develop a scenario to show how the Semantic Web may solve the 
problems analyzed. Further we focus on presentation and interfaces for 
information delivery, since it affects the most overall users’ experience 
in search for the relevant information. 

1 Introduction 
 

Information overflow was identified as a problem a long ago: the terms electronic 
junk [1], information overload [2] exist for more than 20 years. A large amount of the 
development in information systems is devoted to delivering to the final user an 
appropriate amount of information. This is particularly important for the Web where 
the information is abundant. Many techniques have been developed within 
information retrieval and filtering [3]. Still, there is a lot of work to be done, and 
certainly this work should focus on end users. As Lipetz noticed, we would be able to 
fully satisfy information consumers “when researchers gained a deeper understanding 
of how humans process information and then endowed machines with analogous 
capabilities” [4]. So far, we have not achieved such a level of cognition, but new 
technologies are taking us closer to that goal. One of such promising technologies is 
the Semantic Web [5].  

Some people may claim that the Semantic Web (SW) is quite close to 
aforementioned objective, as it provides means to represent knowledge (or semantics) 
in a machine processable form. However, models for knowledge representation have 
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existed before the Semantic Web. Assisting humans with means for efficient search 
and delivery of information remains to be a challenge on the Semantic Web. 

For a better understanding of how people look for the information, we have to 
draw our attention to user aspects of the Semantic Web environments. However, in 
the literature the technical approach is prevailing. Therefore we observe the opposite 
results than promised. Although the Semantic Web is gaining popularity, there are 
still problems with access to the information: 

 the Semantic Web is developed mostly in an unsupervised manner, 
forming isolated “islands” of ontology and technology reuse 

 methodologies and tools that are created are not widely accepted 
 the Semantic Web is still too vast to a regular user. 

 
Seemingly ironical, information overflow problem is inherited to the Semantic 

Web as it exists on the Web. In this paper we propose an approach for user-oriented 
information delivery and search for coping the information overflow problems on the 
Semantic Web.  

The paper is organized as follows. In Section 2, we provide background of the 
problem and motivation. In Section 3, we analyze current improvements of the search 
engines, which are inspirations for better information delivery. In Section 4, we 
propose the information delivery process, and Section 5 concludes the paper. 

2 Background 
 

Information delivery is closely related to searching for the information. Therefore, in 
order to analyze and present problems that end user may encounter while using the 
Semantic Web, we refer to the search engines. The analysis is supported by a 
scenario. We also draw a focus on the user aspects. In scenario we supposed that 
certain communities and their members create ontologies and certain communities 
and their members provide the data, therefore users of the information systems and 
their roles are analyzed. 

2.1 Google’s Lessons 
 

Search engines have been used almost since the Web went public. Now we observe 
mainly incremental improvements in search engines technology, and only few 
breakthroughs have been seen. Last significant improvement was done by Google [6]. 
Unfortunately, since then people have learned how to misuse Google, e.g., utilize 
PageRank algorithm to manipulate the results. Nevertheless, people got used to good 
results from Google and expect further improvements. 

The common problems in search can be divided into three classes: 
 type of content 
 the content itself 
 bias in weights. 
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First, restricting search to particular type of content is not possible. We are not 
thinking about file types (e.g. PDF, PPT), what is already implemented, but more 
general categories, like “scientific paper”, “article in encyclopedia”, “definition in 
dictionary”, sale offer, auction etc. Provided that there are similar numbers and 
importance of referring pages, referred pages are ranked equally no matter if it is a 
sale offer or scientific publication, or just a fake page containing prepared set of 
keywords. And of course, for different users it has different importance. For example, 
users complain that they often get sale offer when looking for artist information 
instead of informative content, e.g. biography. Giving the possibility to constrain type 
of content would significantly improve the search results. 

Secondly, there is sometimes a problem with the precision of the content. We get 
the appropriate type of content, but that content is not semantically coherent to what 
we expected. Google is just missing context of information. When one types “jaguar”, 
one receives at lest three clusters of information. Within the top results there is 
information about cars, about big cats, and surprisingly about Apple’s Mac OS X. The 
last one codenamed Panther is compared to jaguar only in one sentence. Because of 
the popularity of Apple’s webpage, “jaguar” there also seems to Google to be 
important, what is not justified. Further experiment, when we type “panther” in 
Google, the first result is not a web page on cats but also the main page of Apple. The 
issue of content matching is not resolvable without introduction of semantics and 
probably certain human intervention. 

The last, third, issue is to some extent connected with the first two. Google’s 
PageRank uses links and keywords to compute weights and create ranking. In most 
cases it produces superior rankings of pages. On one hand, the bias in weights may be 
caused unintentionally for example because of the type of content which is generated 
automatically from the database. On the other hand, algorithm is well known, and 
people have learned how to manipulate weights. This unfortunately deteriorates the 
search results. Either we can find information very quickly or it is really hard to find 
it. We can modify the keywords but it does not always help. 

2.2 “I need this specific information” 
 

Suppose that new employee came to the organization and would like to get to know 
his co-workers. Usually, there is a company webpage that presents the list of all 
employees, in which department their work, contact information, sometimes 
responsibilities. This webpage is very formal and contains only information related to 
the company. Personal information, which is rather crucial in a social life in a 
company: photos, hobbies, birthdays, etc can be missing. Some of the users may have 
built their personal pages, but only rarely a link to that page is present on official 
employee webpage. 

The newcomer has some possibilities. One of them is to launch a web browser, go 
to a search engine and look for the information somewhere in the Internet. Several 
problems arise: the query should be repeated for every employee. Moreover, the 
query will not be unambiguous as we have seen in the previous section. Specifying 
only first name and family name will return hundreds or thousands of pages. The 
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search engine will not distinguish “John Green” that we are looking for among the 
other people with the same name; hence there is a need to read most of the result 
pages. And we are not sure if our searches will succeed: does everybody have a 
webpage? Further, the user is burdened with integration of the information, and it 
requires additional effort. The problems encountered so far: manual search for the 
information, collection of the distributed information, extraction of heterogeneous 
sources, integration of the information, transforming of the aggregated information 
into visual form. This tedious task may be made easier by using appropriately 
structured information. There are some solutions that more or less support this, e.g. 
FOAF – Friend of a Friend [7], but they are not mature yet. 

2.3 Users and Roles 
 

According to the class of information systems, we can distinguish different classes of 
the users. If we look at the Internet, the basic division is into active users and passive 
users. Passive users just browse the Internet or navigate from page to page, use search 
engines to find the information. The most characteristic is that they do not contribute 
with their own information. Active users are the opposite; they publish new content 
on the Internet. The classification presented is not unambiguous. Some of the users 
may become active. Therefore it is better to speak about roles (like in workflow 
management systems). A user may play different roles according to the context or 
situation. Because main substance exchanged on the Internet is information, we may 
talk as well about information consumer role and provider role. 

Yet another classification of users stems directly from information society, which 
is supposed to be built by bringing information technology to the masses. User may 
use IT to the different extent, and thus play different role in information society, 
therefore we can distinguish [8]: 

 self-informing citizens – know the technology, so they are able to acquire 
relevant information 

 communicating citizens – can communicate with other people in an 
electronic way 

 citizens educating themselves – acquire knowledge that determines the 
quality of their professional and private lives 

 creative citizens – can create digital products or provide digital services 
which meet the needs of self-informing, communicating and educating 
citizens. 

However, if we focus only on information providers (or creating citizens) we will 
see that they may be further layered. Both user filling in a form and designer of a 
portal are information providers. Furthermore, the user may provide the content alone, 
or in collaboration with other users. Also, the scope of the knowledge used may be 
different: one may be interested only in instances from a knowledge base, another in 
structure the knowledge base, i.e. in ontologies. 

There are different activities related to the information delivery: 
 structuring 
 editing 
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 browsing. 

First, a framework for knowledge representation should be created. Taking into 
account contemporary trends it will have a form of ontology. Commitment of many 
users is required therefore proper management is a must here. Then users may 
introduce their own information by creation of instances of the concepts taken from 
the ontology. It may also be done in a collaborative way. The first two activities may 
be jointly referred to and are covered by ontology management. Finally, another 
group of users may browse the knowledge base for the required information. As a 
result of interaction, information may be delivered to the final user. 

3 Towards the Semantic Web 
 

Some of the problems addressed in the previous section can be solved by better use of 
the Semantic Web technology, especially in the support of the end-users. Main 
problem of search engines consisted in lack of semantics. To convince users of 
usefulness of the Semantic Web we need clear and easy to use interface and also 
outstanding search results. 

Focus on end user is crucial. Different users differently perceive information. They 
have different abilities to cope with the abundant information. Also, the amount and 
type of information they need in their work is not the same for everybody. Taking all 
the factors that may influence information needs of the user we have obtain a so 
called user context, which may include user knowledge, user location, user activity. It 
will be also useful to keep a track of what user looked for and how did find 
information. 

3.1 User Support 
 

People will positively perceive the Semantic Web if it supports them in their activities 
in an easy manner. Every well-designed information system should suggest how to 
work with it. Semantic Web shall not be an exception here.  

Today we can observe only many small improvements in various search engines. 
Google suggest1 auto completes the search terms based on a few first letters, working 
similarly to combo box in Windows. Thus the query may be typed faster. AOL search 
engine supports users in another way: using its Smartbox Suggestions gives access not 
only to general purpose web search but also to more specialized search engine or even 
specialized databases, e.g. stock quotes. 

In the Semantic Web search users should have the possibility to select options to 
narrow their query. Sometimes we may want to choose the type of information we are 
looking for, e.g. white paper, product info, advice from the discussion forum, 
technical problem, definition, biography etc., not to mention a picture. For a long time 
Google is offering a special search for pictures. Others also join, e.g. A9.com offers 
buttons on the right side of the window that allow restricting query for certain 
                                                           

1 http://www.google.com/webhp?complete=1&hl=en 
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information: web, books, images, movies, reference, yellow pages. It is also possible 
to see the history of searches. 

Other search engines also collect history of searches. This will be obviously also 
important in Semantic Web. The user may know that she had found the information 
once, but cannot remind how. This is especially addressed in one of the Microsoft’s 
projects Stuff I’ve seen2, which will be included in Longhorn. 

All these suggestions cause that if user already knows or may know something, she 
does not have to start from scratch. 

3.2 User Context 
 

Introduction of context will allow answering the question how to intelligently reduce 
amount of information in an answer to the query. Information needs are related to user 
activities, therefore it will be useful to take them into account. We can distinguish 
many contexts: time, space, user’s knowledge, users’ history etc. 

One of the most visible contexts is geographical context. According to Microsoft’s 
MSN Search about a quarter of all searches refer to geographic information3. 
Therefore the user has the possibility to search only pages relating to her location. 
“NearMe” button can return results based on proximity to a place. Unfortunately, it 
does not work for Innsbruck. When we typed “Japanese restaurant” or “theatre” there 
were no results. Typing “Innsbruck restaurant” helped, which shows that the location 
discovery is not well elaborated. 

Another example of geographic information is AOL. It is capable of distinguishing 
some geographical names, and present possible contexts to the user. However, it does 
not affect effectiveness of retrieval greatly. It may be useful but not precise. For 
example “Warsaw (US City)” and “Warsaw (International city)” yield the same 
results. When we compare “Poland (US City)” and “Poland (country)”, the results 
differ, although they are mixed – no real distinction between city and country. 

A noticeable application of geographical context was introduced in January 2005 
by A9.com. In the Yellow Pages service it is possible not only to look for information 
on local businesses but also display their photos taken from the street. Moreover, it is 
also possible to take a virtual walk and see information about other businesses which 
are seen on the photo. This feature is called “Block View”. Such functionality is 
available for several cities, including New York, Atlanta, San Francisco and Seattle. 

We can also look at context from the results’ point of view. One possibility to use 
context is during query formulation, and another while interpreting results. Some of 
the search engines present clustered results, e.g. Northern Light. That is also a good 
proposal for improving usability of the Semantic Web, when users are not aware if 
there are different meanings of the query. It may be a solution for Google’s problem, 
i.e. too many documents on one topic, and lack of documents for another topic, 
represented by the same set of keywords. 

                                                           
2 http://research.microsoft.com/adapt/sis/ 
3 http://www.msn.com 
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As part of user context we may also consider vertical searches. As in case 
presented by us in the previous section, users usually have very specific questions, 
e.g., find me all instances of class Employee. It means that usually they have the idea 
of what they are looking for. From the interface to the Semantic Web they expect help 
in refining their queries. Also in this direction we may observe some research. 
Amazon’s A9.com has opened its search site to specialized search engines. Users may 
select thousands of vertical search options. As Bezos, CEO of Amazon, said, they 
want to “do for search what RSS has done for content.” The added value of this 
approach is subject-matter expertise; it is very similar to ontology layering: upper-
level vs. domain ontologies. In the next section we show that such vertical knowledge 
bases may be developed by different communities, and thus improving the overall 
quality. Company expects that there will be a significant number of vertical search 
engines that will be interested in joining the project. Better search results should be 
achieved by limiting number of sources that are looked up for relevant information. 

3.3 From Databases to the Semantic Web 
 

More and more search engines associate databases with query, for example Yahoo 
weather, movies on AOL, books on A9.com. As Ramez Naam (MSN Search) said 
“Having the trusted data, what we know is a right answer, and not asking them to 
trawl around, that's a huge advantage for the user.” 

In databases there is a lot of digital content that is usually not visible to the search 
engines, unless somebody puts some effort on integration. Resources are generated on 
demand, and therefore it is called a hidden web. It requires different indexing 
mechanism. 

A database is not what the end user would like to use for representing knowledge 
about the world. It has fixed structure and is not flexible in storing different kinds of 
information. Nevertheless, it is better to have metadata on it and retrieve information 
on demand, not just to have to annotate all the documents with sophisticated 
algorithm without being sure if it is done correctly. For a Semantic Web it is as good 
basis, but it is not enough. Another issue is delivery of the information. From a 
database, it is easy to create well annotated documents, but still it is not convenient 
for information seekers.  

So far search engines have developed certain solutions. Ask Jeeves introduces new 
technology that will further extend the answering capabilities of its engine. New 
feature is called Direct Answers From Search and consist in searching for natural 
language questions across entire Web rather than focusing on own database. This is 
the idea closest to the Semantic Web. 

3.4 Community-Driven Approach 
 

In contemporary search engines we observe two factors that negatively affect the 
precision of the returned results: 

 information is weakly structured 
 lack of human annotations. 
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The first problem may be overcome by the Semantic Web. It is easy to talk about 
semantics from the technical point of view. For computers our annotations are merely 
strings of characters. 

The latter problem requires engagement of people. The semantics in order to be 
used in a broadly understood user context, should be first introduced by somebody 
else. Thus we came to the point where human intervention is required. Due to the 
large effort required to create the content, one has to take into account that a large 
number of users will be involved into creation and evolution of the Semantic Web. 
For example, semantics of sources may be enhanced by means of ontology acquisition 
from Web users [9]. We believe that distributed online content developed by user 
communities strongly influences the information delivery process. 

4 Information Delivery 
 

Distributed community-generated Semantic Web content is published and accessed 
differently comparing to the ordinary Web content. In particular, Web content is 
normally generated in a centralized way, and a webmaster has an overview of the 
web-site content and has control over delivery of the content to the final user. For the 
Semantic Web, existing information search practices (e.g., search engines discussed 
in Section 2), recommendation practices (e.g., established by Amazon.com), 
accessibility practices [10] are not sufficient and not trivial to apply. In this section, at 
first, we present a model for information delivery process of distributed community-
driven Semantic Web content. Further, we identify points important for usability and 
accessibility guidelines for delivering distributed Semantic Web content. Finally, we 
show that the specified process and guidelines are applicable in the context of the 
Semantic Web to the “I need this specific information” scenario described in Section 
2. 

4.1 Information Delivery Process 
 

Generalizing current experiences of presentation and delivery of the distributed 
community-generated Semantic Web content, we present delivery process for such 
content. In Fig. 1, the steps of information delivery process on the Semantic Web are 
depicted. 

Initially, content is distributed over the Web as the communities develop and 
specify it. As for the Web content delivery, the main steps in delivery of the Semantic 
Web content to the final user are (1) collection, integration and aggregation, (2) 
filtering or querying, (3) presentation of the content. Meanwhile, unlike the Web 
content, the Semantic Web content is not necessarily associated with human-oriented 
presentation data, and therefore presentation of the Semantic Web content to the end 
user in a human-readable and accessible form is a problem requiring a solution. 
Below, we identify steps in the overall process of delivery of the distributed Semantic 
Web content to the end user. 
 



Information Delivery for the End User of the Semantic Web      169 

 

 

Fig. 1. Information Delivery Process 

 
Collection, Integration and Aggregation step: 
1) The ontology schemata and instance data should be continuously integrated, 

collected and aggregated. This process is similar to indexing known from the 
classical search engines. There are several solutions that crawl the Web and 
extract semantic information, e.g., SemanticWebSearch4. into information set 
which is of potential relevance to the final user. 

Filtering or querying step: 
2) As the amount of data of potential interest to the final user can be larger than 

the user can access (information overflow problem), the data should be 
downsized to its subset. 
There can be two different approaches to get information from the Semantic 
Web: push and pull. The first one can be related to already known information 
filtering. In this case user gets overview of changes in the Semantic Web 
according to her profile. Profile represents relatively stable information needs. 
The latter one resembles information retrieval, where user specifies queries. 
Query represents temporary user needs. Unlike in the first case, this delivery is 
done on demand. 

 

                                                           
4 http://www.semanticwebsearch.com 
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Presentation steps: 
3) The ontology instances should be identified by type. Knowing the type of the 

instances is necessary, as a mechanism of rendering can be specified with the 
help of ontologies supporting rendering processes. For example, an instance of 
a class Person can be specified to be shown in a specific color with certain 
associated ontology concept or property values, such as Name and Email 
address. 

4) The location of the ontology and ontology items (classes, properties, instances, 
etc.) on the screen is established. Specifically, the order of the items on the 
screen and their positions are established.  

5) At this step, visual characteristics of each ontology item should be identified, 
such as the item’s color, size, font and objects that are associated with an item 
and need to be shown on the screen for adequate rendering of the item. Such 
associated objects can be images, multimedia, etc. 

6) At the last step, the commonly used personalization techniques [11] are 
applied, namely delivery of information relevant to an individual or a group of 
individuals in the format and layout specified and in time intervals specified.  

 
After all the steps are executed in turn, the data are being delivered to the end user. 

4.2 Information Delivery Interfaces 
 

In this subsection, we identify the application and human related features substantial 
for the development of the information delivery processes, and illustrate them with 
the state-of-the art examples. We focus on the end user interfaces resulting after 
presentation steps of the information delivery process of the Semantic Web content, 
and particularly, on their accessibility and usability. Despite a high number of works 
on Semantic Web visualization [12], accessibility and usability features of user-side 
of Semantic Web content delivery interfaces were not explicitly identified before. 

4.2.1 Interfaces for Semantic Web Applications 
 

The following features are substantial in construction of information delivery related 
interfaces for the Semantic Web applications. 

 
1) Satisfying Software-Related Requirements: Content Negotiation  

When an application (e.g., a Web browser) requests information, reception of 
different content depending on the requester (e.g., graphical images if they are 
supported by the application or a textual description otherwise) is possible5. However, 
existing protocols do not allow applications to request ontological data of certan 
types, i.e., operation with Semantic Web annotations remains underspecified in the 
content negotiation practices.  

 

                                                           
5 Apache HTTP Server Content Negotiation, http://httpd.apache.org/docs/ content-

negotiation.html 
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2) Satisfying Hardware-Related Requirements: Different Reception Devices 
As well as the Web content, the Semantic Web content can be accessed with 

different means: personal computers, mobile phones, etc. The delivered content 
depends on the device of delivery by quality and quantity. Supporting negotiation 
techniques for identification of the content preferred by the device on the basis of 
semantic annotations would be a step towards semantically enabled cross-device 
information delivery. 

4.2.2 Interfaces for Human Users 
 

The following features are substantial in construction of information-rendering end 
user interfaces on the Semantic Web. 

 
1) Supporting Simple-to-use Navigation and Orientation 

Web pages, resulting from Semantic Web content and further post-processing, 
should enable the final user to easily locate the required data on the pages, and easily 
switch to accessing next sets of Semantic Web content. 

2) Making the Context of the Information Explicit to the User 

Keeping the user aware of the context of the represented material is important. For 
example, if an application allows a user to change ontology items, the user should be 
aware of the consequences of his/her changes. Another example, if a user requests for 
information about “Warsaw”, the presentation of the ontological content should keep 
the user aware whether information about an US or Polish city is delivered. 

3) Automatically Organizing  Semantic Web Content on the Device of the End User 

Information of arbitrary quantity and quality arriving to the end user should be 
organized on the user’s receiving device (e.g. computer screen) in an accessible way 
without causing information overload on the page. If necessary, information can be 
presented on several cross-linked pages. On the Semantic Web, ontology-based 
algorithms can be applied to describe, analyze and adequately render arriving 
information. For example, after analysis of social networks of trust [13], information 
from less trusted sources can be automatically displayed in a less highlighted manner 
comparing to the information from more trusted sources. 

4) Providing Visual Links to Semantic Web Annotations 
Despite that the Semantic Web content is primarily made for machine 

consumption, experience reveals that humans expect to have a visible link to the 
Semantic data. In particular, buttons providing a link to the Semantic annotations are 
present at many applications delivering Semantic Web content, e.g., Knowledge Web 
portal6 (Fig. 2) and People’s Portal [9] . 

 

                                                           
6 Knowledge Web portal: http://knowledgeweb.semanticweb.org 



172      Krzysztof Węcel and Anna V. Zhdanova 

 

 
Fig. 2. Access to Information Editing at the Knowledge Web Portal 

5) Supporting Internationalization and Multilingualism 

End users worldwide use different natural languages for communication. 
Delivering information in the most preferable natural language to the end user is 
another challenge for the Semantic Web applications. At the moment, there are agreed 
ways to annotate resources represented in certain natural languages (e.g., using XML 
and languages layered on top of XML). An ability to understand a certain language or 
a cultural context can be encoded in (semantic) profiles of individual users and user 
communities (e.g., adopting FOAF). When such user profiles are broadly available, 
matching resources and profiles to identify the content in the preferred natural 
language or cultural context is possible as a part of filtering step (step 2) in the 
information delivery process. 

6) Supporting Disabled Users and Users with Special Requirements 

Similar to the preferences of accessing information using one or another natural 
language, users might need to have the information rendered in special ways such as 
in an enlarged font (in case of poor sight), in a more granular manner (in case of 
employment of a small screen), etc. Information delivery in a manner accessible to 
disabled users and users with special requirements can also be assisted by specifying 
accessibility details in (semantic)-profiles of users and user communities, and taking 
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data from these profiles as an input in information delivery process at the steps 3, 5, 6 
(cf. subsection 4.1).  

4.3 The Semantic Web Answer to the “I need this specific 
information” Scenario 

 

As the information delivery process on the Semantic Web is specified, one can see 
that the integration, collection, aggregation and filtering, querying parts of the process 
become more formalized comparing to the Web. Meanwhile, the presentation part of 
the information delivery on the Semantic Web becomes a challenge. Unlike the Web 
applications, the Semantic Web applications normally need to render metadata which 
are evolving independently of visualization mechanisms for these specific data.  

Let us consider the described in section 2 “I need this specific information” 
scenario, where a person starts to work in a new company and is interested in 
knowing more about her colleagues. If a company had a framework for representation 
of personal information, there could be one repository for holding references to 
chunks of personal information specified in semantic annotations. The scope of the 
information would be defined in an ontology. Every employee could update his 
personal information in conformance with the ontologies shared by the company 
members. This personal information could be easy to integrate and query. And the 
query that could be asked by a newcomer will be as easy as “show me all the 
instances of a class “http://www.mynewcompany.com/Employee” who have the value 
of attribute “http://www.mynewcompany.com/Hobby” specified. Meanwhile, as the 
company employees can evolve and query their profiles in an arbitrary manner, even 
a simple query might unexpectedly yield information set, presentation of which is not 
predefined in the framework. Therefore, developers of the applications delivering 
Semantic Web content to the end user should pay specific attention to ensuring 
accessibility and usability of the resulting interfaces. 

5 Conclusions 
 

Summarizing, there are not yet developed appropriate techniques to effectively 
support user in the usage of the Semantic Web. The technology starts to exist in the 
end-users’ minds, but there are no agreements on what it actually is. There are also 
claims undermining the potential of this technology, stating that there are no problems 
to solve [14]. But indeed there are many problems. 

Since the technology is promising and many people are eager to use it, we should 
think how encourage users of the Semantic Web. User interfaces are one of the issues, 
which we discussed in this paper. Security, immunity to exploitation and privacy are 
important issues here. 

We foresee problems, and techniques for coping with them should be developed in 
advance. One of the problems is that the Semantic Web might not meet the users’ 
expectations. When the Semantic Web technology becomes widespread, more and 

http://www.mynewcompany.com/Employee
http://www.mynewcompany.com/Hobby
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more people will contribute. The quality of contribution might become a problem. 
Therefore, measures should be taken to make sure that real collaboration on the 
Semantic Web occurs, and not only what we can call semi-collaboration – people 
publishing content without conforming to certain standards and propagating their own 
practices.. Having failed on establishment of community-driven approaches and 
collaboration will imply that users still will have the problems with finding relevant 
and credible information, even after introduction of the Semantic Web. 

From users’ point of view it is relatively easy to define requirements that will 
enable broad acceptance of this technology. Using the Semantic Web should be as 
easy as asking an expert for an advice or a friend for a rumor, and just getting an 
answer, without further need to process the information (e.g. read the document). 
Taking this approach we have to acknowledge that the Semantic Web should be 
invisible for the user, no matter how sophisticated are the underlying algorithms. Still 
those algorithms should also be improved. 
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Abstract. In this paper, we propose a Web mining approach for the Semantic
Web. The approach uses a search engine and the traditional web as a source of
information to produce semantically rich information. In particular, we assess
one community and obtain the social network and related information from the
Web. As an example, we extract the social network of an academic society and
show that extracted information can be incorporated into FOAF representation
and utilized to measure the authoritativeness of a member in terms of social trust
or individual trust. To demonstrate our Web mining approach in the real applica-
tion, we show a researcher mining and retrieval system. Finally, we discuss the
manner in which the Web mining approach contributes to availability to users of
the Semantic Web.

1 Introduction

The Semantic Web [2] is designed to let users make explicit statements about any re-
source, and maintain that data themselves in an open and distributed manner. Several
standards such as the Resource Description Framework (RDF) [18] and Web Ontology
Language (OWL) [19] have been developed to realize the layer cake of the Semantic
Web.

From the viewpoint of end users, expressing semantics about people and their rela-
tionships has garnered considerable interest. The Friend of a Friend (FOAF) project [4]
is an extremely popular ontology of the Semantic Web [6]. It is essentially a vocabulary
for describing people and whom they know. The FOAF ontology is not the only one
people use to publish social information on the Web. For example, it is reported that
more than 360 RDF Schema or OWL classes are defined with the local name “person”
1. In fact, many vocabularies for user semantics have been developed [20, 5, 12].

Supported by these user-side ontologies, users are gradually coming to adopt Se-
mantic Web technologies both explicitly and implicitly. For example, in Weblogs, which
are diary-like sites, users attach a FOAF profile to a Weblog and publish various con-
tents by the RDF site summary (RSS). Some social networking sites that allow users to
maintain an online network of friends associates for social or business purposes publish
their users’ social network data in FOAF format. Approaching the top of the Semantic

1 http://swoogle.umbc.edu



Web layers, calculation of a “Web of Trust” on a FOAF-based network is also proposed
[10].

Users are beginning to accept FOAF and its extensions as something of a standard-
ized ontology for representing user semantics on the Semantic Web. While some users
are explicitly authoring their FOAF files, others use FOAF file that systems automat-
ically create using their Web pages. In fact, considering the personal information that
the FOAF vocabulary expresses, we find that much information is contained in the tra-
ditional Web. For example, imagine a researcher: that researcher’s information might
be in an affiliation page, a conference page, an online paper, or even in a Weblog. A
method that can process the vast amount of information on the current “non-semantic”
Web and can thereafter produce semantic information would facilitate and accelerate
the use of the Semantic Web. For example, reusing existing sources of information on
the Web would solve semantic annotation problems by helping users to create their
metadata.

In this paper, we propose a Web mining approach for the Semantic Web. The ap-
proach uses a search engine and the traditional web as an information resource to pro-
duce semantically rich information. In particular, we examine one community and ex-
tract its social network and related information from the Web. As an example, we infer
the social network of an academic society and show that extracted information can be
incorporated in FOAF representation. It can then be used to measure the authoritative-
ness of a member as social trust or individual trust. To demonstrate our Web mining
approach in an actual application, we show a researcher mining and retrieval system.
Finally, we discuss how the Web mining approach contributes to user aspects in the
Semantic Web.

The remainder of this paper is organized as follows: section 2 describes the proposed
Web mining method and its application. Section 3 presents discussion of the Web min-
ing approach for user aspects in the Semantic Web. Section 4 shows a comparison of
our method with related works. Finally, we conclude this paper in section 5.

2 Web Mining Approach for the Semantic Web

This study specifically addresses one community and obtains the social network and
related information from the Web. One reason for focusing on a community is that we
believe that a huge “Web of Trust” over the entire Web comprises the superposed local
“Webs of Trust” in each community to which a person or an organization belongs to.

Numerous communities exist in the physical world and online. We specifically
examine an academic society: Japanese Society of Artificial Intelligence (JSAI). We
choose JSAI because of its inherent availability of related information on the Web. In-
formation related to this academic society in computer science is available online to a
great degree. Another reason is that we are actually working mainly in JSAI so we can
evaluate the extracted information. The following sections show how to automatically
obtain JSAI members’ social networks and related information from the Web.



2.1 Social Network Extraction

Before extracting the social network, we choose the participants to the last four annual
JSAI conferences as active members of the JSAI community. Each active member of
JSAI is represented as a node in a social network. A node is labeled with the name of
its corresponding person.

Next, edges between nodes are added using Web information. A simple approach to
measure the relevance of two nodes is to use word co-occurrence information. Herein,
we define co-occurrence of two words as word appearance in the same Web page. If
two words co-occur in many pages, it is assumed that those two have a strong relation.
The co-occurrence information is acquired by the number of retrieved documents of
a search engine result. For example, assume we are to measure the relevance of two
names “Junichiro Mori”(denotedx) and “Yutaka Matsuo” (denotedy). We first address
two namesn1, n2 as a query “n1 and n2” to a search engine and get|N1 ∩ N2|
documents including those words in the text. Therein,N denotes a Web page set that
includes a namen. Additionally, we make another query “n1 or n2” and obtain|N1 ∪
N2| matched documents. The relevance betweenn1 andn2 is approximated by the
Jaccard coefficient|N1 ∩ N2|/|N1 ∪ N2|. If n1 andn2 have a strong relation, the
retrieved documents might includen1’s andn2’s homepages, their publication pages, a
laboratory’s member list page, a conference program page and so on. In that case,|N1∩
N2| becomes large compared to|N1∪N2|. However, the Jaccard coefficient generally
gives a famous person few edges because the denominator|N1 ∪ N2| is very large in
comparison to|N1∩N2|. We can modify denominator|N1∪N2| to min(|N1|, |N2|),
which places too much weight on a person with few edges. Therefore, the relevance of
noden1 andn2 is represented by the following threshold-based Simpson coefficient:

R(n1, n2) =

{
|N1∩N2|

min(|N1|,|N2|) if |N1| > k and |N2| > k,

0 otherwise

We setk = 30 for JSAI case. If we wish to estimate the co-occurrence more precisely
to a person with small hits, we can pursue other alternatives to calculate statistical reli-
ability. If relevanceR(n1, n2) of a node pair is larger than the given threshold, an edge
is added with its weight equal to the relevance.

In the same manner as with the edge relation extraction, we can extract information
of each node by considering the co-occurrence between the name and the term. For
example, the search result of a query “Tim Berners-Lee and Semantic Web” returns
about 76500 documents while about 9850 documents are returned for the query “Tim
Berners-Lee and Software engineering”. In this manner, we can infer that “Semantic
Web” is more relevant to “Tim Berners-Lee” than “Software engineering”. The term
set of each node is acquired by retrieving the person’s name that represents the node.
Among the set, the term that often co-occurs with a person’s name is chosen as his or
her node keyword2.

It is more useful to assign each edge a “label” for the relationship between two
persons. For example, two nodes have the relation of “colleagues of the same research

2 As a measure of co-occurrence, we use the Jaccard coefficient.



Table 1.Obtained rules.

Class Rule3

CoauthorSameLine=yes
Lab (Numberof Cooccurrence = morethanone & WordGroup in Title(D)=no &

Word Group in First Five lines(A, E) = yes ) or ...
Proj (SameLine=no & WordGroup in Title(A)=no &

Word Group in First Five lines(F)=yes) or ...
Conf (Word Group in Title(A)=no & Word Group in First Five lines(B)=no

& Word Group in First Five lines(D)= yes ) or ...
Word groups
A: publication, paper, presentation, activity, theme, award, authors etc.
B: member, lab, group, laboratory, institute, team, etc.
C: project, committee
D: workshop, conference, seminar, meeting, sponsor, symposium, etc.
E: association, program, national, journal, session, etc.
F: professor, major, graduate student, lecturer, etc.

Table 2.Higher-ranked keywords of the “Mitsuru Ishizuka” node

Yutaka Matsuo, Hiroshi Dohi, Character Agent, Koichi Hashida, Life-like Interface
Naoaki Okazaki, University of Tokyo, Life-like Agent, Hypothetical Reasoning

institute”, “professor-student”, “members of the same committee”, and so on. We dis-
cern the relationship by consulting retrieved page contents and applying classification
rules. These rules are obtained through a machine-learning approach. We define labels
for each edge as follows:Coauthor(Coauthors of a technical paper),Lab (Members
of the same laboratory or research institute),Proj (Members of the same project or
committee),Conf (Participants of the same conference or workshop). Each edge has
multiple labels. For example, the relations might be bothCoauthorandLab. We first
retrieve the top five pages returned for the query “n1 andn2”. Then we extract some
features from the contents of each page. We apply classification rules to the features
and thereby obtain labels of the relation betweenn1 andn2. We employ C4.5 [16] to
derive classification rules because of their ease of interpretability. Some of the obtained
rules are shown in Table 1: For example, if two names cooccur in the same line, they
are classified as coauthors. if the number of cooccurrences is more than one, and the
title does not include word groupD, but the first five line includes word groupsA and
E, then the relation is classified as members of the same laboratory.

Figure 1 portrays a part of the social network of the JSAI community. A node is
labeled as the corresponding participant name (in Japanese), and an edge is labeled as
Coauthor, Lab, Proj, orConf. The whole network is shown in Fig. 2. We have more than
1500 people in the community from which we choose about 150 members to illustrate
this network. Table 2 shows higher-ranked keywords of the node – “Mitsuru Ishizuka”
– a co-author of this paper and current chairperson of JSAI.



Fig. 1.Part of the JSAI social network

Fig. 2.JSAI social network

2.2 Trust Calculation

Trust on the Social Network Anyone can say anything on the Web. For that reason,
lacking trust, we are unable to determine whom to believe. Trust is a necessary condition
for users to fully utilize a semantic web.

We focus on the locality of a “Web of Trust”. Initially, a local community will
develop a small “Web of Trust” within the community. The small “Web of Trust” in a
local community is helpful for judging the reliability of a person, an organization, or a
piece of information. Some nodes have a high degree of trust edges: they are considered
reliable. A newcomer can gain trust by somehow tying himself to a trusted node. The
small “Web of Trust” has itsraison d’etrewithin the community. Subsequently, small
“Webs of Trust” will appear one by one in different communities. These local “Webs
of Trust” will be superposed one by one because a person or an organization belongs to
several communities at the same time. Finally, they will come to comprise a huge “Web
of Trust” that spans the entire Web, encompassing many local trust networks.

The physical world already offers a “Web of Trust”, as a kind of social network. I
trust one of my friends; consequently, I also trust a person introduced by that friend.
I trust a company because one of my companies is dealing with that company. In this
way, our social network works well to assess trustworthiness. Such a mechanism is
likely to work well on the Semantic Web. Using the social network, we can obtain the
authoritativeness of a node. It can be considered as reliability or social trust. On the
other hand, the network is used to calculate trust that can be accorded to that person:
individual trust.

Social and Individual Trust The Google search engine uses a link structure for rank-
ing Web pages, called PageRank [3]. A page has a high rank if the sum of the its for-



Table 3.Result of Authority Propagation

　 Name Activation FreqComment (in 2004)
1 Toyoaki Nishida 5.53 624 Former Commissioner of JSAI, Prof.
2 Toru Ishida 4.98 574 Former Commissioner of JSAI, Prof.
3 Hideyuki Nakashima4.52 278 Former Commissioner of JSAI, Prof.
4 Koiti Hashida 4.49 345 Commissioner of JSAI
5 Mitsuru Ishizuka 4.24 377 Commissioner of JSAI, Prof.
6 Hiroshi Okuno 3.89 242 Commissioner of JSAI, Prof.
7 Riichiro Mizoguchi 3.60 404 Commissioner of JSAI, Prof.
8 Seiji Yamada 3.35 168 Associate Prof.
9 Hideaki Takeda 3.22 435 Associate Prof.
10 Takahira Yamaguchi236 624 Prof.
11 Yukio Ohsawa 2.98 185 Associate Prof.
12 Hozumi Tanaka 2.90 465 Chairperson of JSAI, Prof.
13 Takenobu Tokunaga2.89 302 Associate Prof.
14 Koichi Furukawa 2.77 141 Former Commissioner of JSAI, Prof.
15 Kawahara Tatsuya 2.74 440 Prof.

Table 4.Result of Authority Propagation from Yutaka Matsuo

　 Name Activation Freq.Comment (in 2004)
1 Yutaka Matsuo 230.6 136 Target node
2 Mitsuru Ishizuka 28.7 377 Former supervisor, co-author
3 Yukio Ohasawa 19.5 185 Former project leader, co-author
4 Toyoaki Nishida 14.5 624 Professor of lecture at university
5 Masahiro Matsumura13.5 82 Former colleague, co-author
6 Seiji Yamada 12.7 168 Acquaintance
7 Yasushi Takama 12.3 16 Former researcher of the former laboratory
8 Toru Ishida 12.1 574 Advisory Board of current research center
9 Takahira Yamaguchi11.5 236 Acquaintance
10 Hidehiko Tanaka 11.3 842 Professor at university

ward links evenly contribute to the ranks of the pages to which they point. PageRank is
a global ranking of all Web pages and is known to perform very well.

We employ here a PageRank-like model to measure authoritativeness of each mem-
ber [13]. Each nodev has an authority valueAn(v) on iterationn. The authority value
propagates to neighboring nodes in proportion to the node relevance:

An+1(v) = c
∑

v′∈Neighbor(v)

R(v, v
′
)

Rsum(v)
An(v

′
) + cE(v)

Rsum(v) =
∑

v′′∈Neighbor(v)

R(v, v
′′
)

whereNeghbor(v) represents a set of nodes, each of which is connected to nodev, c
is a constant for normalization, andE represents a source of authority value. We setE



as uniform over all nodes for simplicity (but it can be set depending onv). If we set
a certain nodevtarget as a source of authority value, the result can be interpreted as
showing authority for the node: individual trust. We set the initial authority as follows.

E(v) =
{

1.0 ifv = vtarget,
0.0 otherwise

For mathematical details, see [3].
Table 3 shows a result applied to the JSAI community extracted from the Web.

Among 1509 people in the community, these people have high authority valueA(v)
(denoted as Activation) after 1000 iterations. Although the hits (denoted as Freq) are
few, some people are ranked highly. Present or former JSAI Commissioners are 9 of
15 people. Others are younger; they are not yet Commissioners, but they are active
researchers who are mainly working in JSAI.

The top listed people by this algorithm are authoritative and reliable in the JSAI
community. However, authoritative people are not always listed highly by our approach.
For example, JSAI currently has 20 commissioners (including a Chairperson and two
Vice-chairpersons), but we can extract only 5 current commissioners of the top 15. In
other words, our approach seems to have high precision, but low recall. This drawback
is attributable to the lack of information online. Especially, elder authorities tend to have
produced many publications before the WWW came to daily use.

Table 4 shows a result obtained by settingvtarget as node “Yutaka Matsuo”. The
familiar persons for him, e.g., a supervisor, a project leader, colleagues, and co-authors
are ranked highly. This ranking is useful as a proxy for individual trust. For example, if
a person is judged as very familiar to me, then she can automatically have permission
to access my work libraries. Otherwise, she must ask my permission.

2.3 Application

To demonstrate our Web mining approach in the real application, we develop a re-
searcher mining and retrieval system called Polyphonet (Fig. 3). The system is an ex-
ample of an end-user application that integrates Web mining into the Semantic Web.
The system is intended to provide a search function based on the relation of researchers
and promote efficient collaboration. For example, a user can find what research topic a
researcher is doing or whom she is working with. Social networks is used for finding
path to other researchers or recommending related researchers. If the researcher is not
found in the system, a user can register his name. Subsequently, the system automati-
cally extracts information from the Web using the proposed Web mining method.

Extracted users’ information is easily incorporated in the RDF representation [11].
For example, the network ties and the interest associations are represented in RDF us-
ing thefoaf:knows andfoaf:interst properties. Similarly, the relation become
foaf:Persons with the appropriate relations. Some extensions of the FOAF model
are necessary for expressing the relation labels. Figure 4 shows a FOAF file that was
generated based on extracted information. Each researcher can have metadata included
in the system. because extracted information is stored as a FOAF file.

Trust gives an authoritativeness of a person which is useful when finding an impor-
tant researcher in the field. If we trace the node which has high individual trust from



Fig. 3.Polyphonet: a researcher mining and retrieval system

antecedent node, we can find the circle of trust which comprises the small “Web of
Trust” in a community.

3 Discussion

Hereafter, we address some of the workshop issues and discuss how our approach con-
tributes to user aspects in the Semantic Web.

– Which baseline technologies are used and how are they combined?
– What aspects of end user activity does the technique affect?
– Can you describe convincing use-case scenarios demonstrating the power and use-

fulness of this approach?

Users are coming to accept FOAF and its extensions as something of a standardized
ontology for representing user semantics on the Semantic Web. It has been a popular
ontology of the Semantic Web. In other words, users are actively disseminating their so-
cial information on the Semantic Web. Our approach is to support those user-side trends
by reusing the current Web as a source to produce such users’ information. We employ
various Web mining techniques such as a search engine, statistical word co-occurrence
information and machine learning. Our approach assists users in extracting relevant
information from the Web and integrating it with the Semantic Web technologies. Fur-
thermore, it encourages users to publish their information on the Semantic Web. In the
proposed researcher mining and retrieval system, novice users can naturally approach
the Semantic Web technologies such as Ontology and “Web of Trust” because those
technologies are included in the system.



<rdf:RDF
xmlns:rdf=”http://www.w3.org/1999/02/22-rdf-syntax-ns#”
xmlns:foaf=”http://xmlns.com/foaf/0.1”
xmlns:acsn=”http://www.carc.aist.go.jp/ y.matsuo/acsn/0.1”>
<foaf:Person>
<foaf:mbox rdf:resource=”ishizuka@miv.t.u-tokyo.ac.jp”/>
<foaf:name>Mitsuru Ishizuka</foaf:name>
<foaf:interest rdfs:label=”Character agent”
rdf:resource=”http://www.miv.t.u-tokyo.ac.jp”/>
<foaf:currentProject rdfs:label =”Life-like interface”
rdf:resource=”http://www.miv.t.u-tokyo.ac.jp”/>
<foaf:workplaceHomepage rdfs:label=”University of Tokyo”
rdf:resource=”http://www.miv.t.u-tokyo.ac.jp”/>
<acsn:Coauthor>
<foaf:Person>
<foaf:mbox rdf:resource=”y.matsuo@aist.go.jp”/>
<foaf:name>Yutaka Matsuo</foaf:name>
</foaf:Person>
</acsn:Coauthor>
</foaf:Person>

Fig. 4.An example of a FOAF file tha tis based on extracted information from the Web.

– What is its potential to improve/simplify users’ tasks?

There is often discussion about how metadata annotation is facilitated and accelerated.
Consequently, users often find it difficult to collect and describe their information ac-
cording to the Semantic Web standards. Reusing the existing sources of information on
the Web would be a solution of the semantic annotation problem by minimizing the
associated effort and helping users create their metadata.

In the Semantic Web, it is important to know whom to believe so that users can
determine whether or not the source of information is reliable and credible. However,
users often find it difficult to determine whom to believe in the distributed and het-
erogeneous environment of the Semantic Web. Our community-based approach would
provide important clues for a Web of Trust on such a Semantic Web. Based on such a
trust network, the system can help users determine the veracity of trustworthy persons,
resources, and information.

– Why do we need the Semantic Web for this?

In the process of reusing the current Web as a source of information to produce se-
mantically rich information, the Semantic Web provides a rich framework to describe
semantics of the extracted information. In addition to the FOAF ontology and its ex-
tensions that we are currently using, we are extracting myriad community information
in different contexts from the Web and converting it into semantic information. Our fu-
ture work will explore the kinds of service that can be provided using semantically rich
information as a resource.



4 Related works

The emerging field of social network mining provides methods for discovering social
interactions and networks from legacy sources such as e-mail archives [1, 17], schedule
data, Web citation information [15], and FOAF files [6]. It would be useful to incorpo-
rate such other information sources to obtain a more accurate social network, but such
resources involve particular concerns of privacy: people do not want e-mail data to be
analyzed.

Kautz and Selman developed a social network extraction system from the Web,
called referral web[9]. This pioneering work particularly emphasizes co-occurrence
of names on Web pages using a search engine. Mika pursued a similar approach [14]
to extract a social network of a community. He also proposed a method to determine
whether or not a certain person is associated with a certain interest. Both studies employ
the Jaccard coefficient as a co-occurrence index. Although the fundamental idea resem-
bles that of our approach, we further develop the mining algorithm. We use an overlap
coefficient rather than a Jaccard coefficient based on experimental evaluation. We ap-
ply text processing and machine learning to determine the class of relation. Whereas
Mika gives a list of interests, we can capture the various aspects of personal informa-
tion from different Web pages. Furthermore, our method demonstrates the applicability
of calculating the trust of each person.

Golbeck proposed an algorithm for generating locally-calculated trust ratings from
a FOAF-based social network [10]. In a peer to peer context, Kamvar developed the
EigenTrust system [8], which computes global trust values for peers. Although both
approaches calculate trust on the network, we extract a social network of a community
from the Web, which realizes more end-users and real-world oriented design for a “Web
of Trust”. Many research issues require investigation to realize a “Web of Trust” on the
Semantic Web.

5 Conclusions

This paper presents an advanced Web mining approach to extract users’ social networks
and their related information from the current Web for the Semantic Web. In particular,
we focus on an academic community and then argue the manner in which local trust
networks will finally constitute a huge “Web of Trust”. We show that the social relation
is utilized to measure the authoritativeness of a member as social trust or individual
trust. As an actual application that integrates Web mining with the Semantic Web, we
presented a researcher mining and retrieval system.

We target researchers because of their associated information has relatively high
availability on the Web, but our approach is not limited to that domain by any means.
More and more information related to ordinary people online makes our approach fea-
sible in various domains. More possibilities for using a search engine and mining the
“non semantic” Web will arise in the future. For example, an ontology can be con-
structed using a search engine. We believe that merging the vast amount of information
on the current Web and producing semantic information might help users fully utilize a
Semantic Web and contribute to its further diffusion.
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