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ABSTRACT

This paperdescribegheintegrationof an ontologywith aninfor-
mation extraction (IE) tool. Our main goal is extract knowvledge
from text to populatethe ontology and so alleviate the problem
of ontology maintenance.The IE tool extractsinformationusing
partial parsingand machinelearningtechniques.Our domainof
studyis “KMi Planet”,a Web-basedews senerthathelpsto com-
municaterelevant information betweenmembersin our institute.
Currently our systemfinds instanceof classeor subclassesAl-
thoughin thefuturewe expectto createnew classesndsubclasses
from new conceptsappearingn text.
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1. INTRODUCTION

The goal of a Information Extractionsystem(lE) is to extract
specifictypesof informationfrom text. For example,anlE system
in the domainof KMi (Knowledge Media Institute) organisation,
thesystenshouldbeableto extractthenameof KMi projects KMi
funding organisationsawards,dates,etc. The main adwantageof
thistaskis thatportionsof atext thatarenot relevantto thedomain
can be ignored. ThereforelE is less computationallyexpensve
thana NaturalLanguageProcessingystem Essentially|lE canbe
seenasthetaskof pulling predefinedelationsfrom texts. Efforts
have beenmadeto apply IE to several domains for instance sci-
entific articlessuchasMEDLINE (it containsabstractof biomed-
ical journals)[2], bibliographicnotices[10], and medicalrecords
[14]. Ontologiescanbeusedin IE systemgo helpthemextractre-
lationsfrom semior unstructureddlocumentsstatement®r terms
[13]. Also, recentwork on semi-automationtologyacquisitionby
meansof IE, supportedy machine-learningnethodsjs described
in [7, 6]. In similarlinesthereis the CMU’s approacHor extract-
ing informationfrom hypertext usingmachinelearningtechniques
(BayesclassifierJandmakinguseof anontology[1].

Most IE systemsusesomeform of partial parsingto recognise
syntacticconstructswithout generatinga completeparsetree for
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eachsentence Suchpartial parsinghasthe advantagef greater
speedandrohustnessHigh speeds necessaryo applythelE to a
largesetof documentsTherobustnesschieredby allowing useful
work to be donefrom a partial parsing,is essentiato deal with

unstructuredandinformal texts (suchasthe e-mail messagesve

consider).

In orderto build anlE tool we hadintegratedseseralcomponents
from the University of Massachusettdmherst(UMass)which are
fully describedn Rillof[12]. Riloff classifiegext usingextraction
patternsand semanticfeaturesassociatedo slotsin a predefined
frames[11]. For example,in the MUC’s terroristdomainthat she
considersthe event “murder” is representedby a following slots
victim, perpetratorand weapon. Eachof theseslots could have
assignedx semanticclass. This meangshatthe valuefor eachslot
is restrictedo have avaluein thatclass.

Eachof thetemplatesaretriggeredby themainverb,in thiscase
“murder”, in ary tense.Triggerwordscanbereliably identifiedus-
ing linguistic ruleslike the onesdescribedn [12]. For example,if
thetargetedinformationis the subjector thedirectobjectof averb
thenthebesttriggerword shouldbethemainverh Thesentencés
alsomatchedusingprepositions.

In particular the mainaim of this paperis to describethe useof
template-drien |E to populatean ontology Our systemcould be
usedto updateanontologyby finding new instance®f the classes
definedon the ontology Thetemplatematchingitself is supported
semanticallyby referringto the ontology but also containssome
lightweightNLP techniquesn orderto syntacticallyidentify some
fragmentsof the sentencesWe believe it is importantto mix the
syntacticandsemantic.The semanticcheckingis often necessary
to resole ambiguitiesfor example,ontologiescanprovide uswith
axiomsof commonsenseknowledgesuch“if someonas visiting
a placethenthis someoneshouldbe a persori. Corversely some
grammarconstructiongsuchasdates)canbe recognizedobustly.
Overall, our primary contrikution is to integratea template-drien
IE enginewith anontologyengineto supplythenecessargemantic
content.

The paperis organisedasfollows: Section 2 briefly describes
our suiteof toolsin orderto give somebackground.In Section3
we presenta typology of two eventsasaredefinedin KMi ontol-
ogy. Section4 shaws the integrationof several componentgrom
UMassin orderto build our IE tool. Section5 describeshe useof
ontologyto copewith theambiguityin theidentificationof objects
in the story Section6 shaws the OCML ! codegeneratedafter
badgembtainsall instantiationsSection7 discusseshe procesof
populatingan ontology Finally, Section8 gives conclusionsand
directionsfor futurework.

lOCML is alanguagedesignedor knowledgemodeling



2. THE KMI PLANET SYSTEMAND PLAN-
ETONTO

KMi Planetis a Web-basedhews sener that facilities commu-
nicationbetweermembersof KMi. To quotefrom [5]:

The authorsintegrateda suite of tools, called Plane-
tOnto thatsupportsa speedybut high-qualitypublish-
ing processallows ontology-drivendocumenformal-
izationandaugmentstandardrowsingandsearctfa-
cilities with deductve knowledgeretrieval.

Two primary component@rethe story library andthe ontology
library. The Storydatabaseontainghetext of thestoriesthathave
beenprovided to Planetby the journalists. In the caseof KMi
Planetit containsstorieswhich arerelevantto our institute. The
OntologyLibrary containsseveralexisting ontologiesjn particular
the KMi ontology OCML is the modelinglanguagewhich allows
thecreationof classesandinstancesn the ontology

The main architectureof PlanetOntas shavn in Figurel. In
PlanetOntowe identify threetypesof users:journalistswho send
storiesto KMi planetknowledgeengineersvhomaintainthePlanet
ontology andreaderf the Planetstories.

PlanetOntoaugmentedhebasicpublish/findscenaricsupported
by KMi planet,andsupportghefollowing actiities 2.

1. Story submission A journalistsubmitsastoryto KMi planet
usinge-mailtext. Thenthestoryis formattedandstored.

2. Story reading A Planetreaderbronsesthroughthe latest
storiesusinga standardVebbrowser

3. Story annotation. Either a journalistor a knowledge en-
gineermanuallyannotateshe story usingKnote (the Planet
knowledgeeditor),

4. Provision of customisedalerts. An agentcalled Newsboy
builds usemrofilesfrom patternf accesso PlanetOntand
then usestheseprofilesto alert readersaboutrelevant new
stories.

5. Ontology editing. A tool calledWebOnto[4] providesWeb-
basedsisualisation browsingandeditingsupportfor theon-
tology. It allows easierdevelopmentandmaintenancef the
knowledgemodels themselesspecifiedn OCML (Concep-
tual ModelingLanguage]9].

6. Story soliciting. An agentcalled Newshound,periodically
solicits storiesfrom thejournalists.

7. Story retrieval and query answering The Lois interface
supportdntegratedaccesgo the storyarchive

Recentlytwo toolshave beenintegratedin thearchitecturemy-
PlanetandanlE tool.

e myPlanetis anextensiornto Newsboy andhelpsstoryreaders
to readonly the storiesthatareof interestinsteadof reading
all storiesin the archve. It usesa manuallypredefinedset
of cue-phrasefor eachof 'researctareas’definedin theon-
tology. For examplefor geneticalgorithmsone cue-phrase
is “evolutionaryalgorithms”. Considerthe following exam-
ple: if someonas interestedn reseach areaGeneticAlgo-
rithms A searchenginewill returnall the storiesthat talk

2URL:http://kmi.open.ac.uk/projects/planetonto/

aboutthatreseach area myPlanet(by usingthe ontolog-

ical relations)will alsofind all Projectsthat have research
areaGeneticAlgorithmsandthensearcHor storiesthattalk

abouttheseprojects,thusreturningthemto the readereven

if the story text itself doesnot containthe phrase“genetic
algorithms”.

e Information extraction is atool which extractsinformation
from e-mailtext andit connectswith webontoto prove the-
oremsusingthe deductve capabilitiesof the KMi ontology
Our IE tool wasconstructedy integratingandcustomising
threecomponentsrom UMass (Marmot, Crystal and Bad-

ger).

3. EVENT TYPOLOGY

KMi domainconsistof eventsor activities happeningn our In-
stitute. This activities (events)aredefinedformally in our ontology
asclassesCurrently in our KMi ontologywe have defined40 dif-
ferenttypesof events. As the eventtypologyis alreadydefinedin
theKMi ontology Then,for eacheventwe alreadyhaddefinedthe
kind of objects(entities)that could extractedby usingthe IE tool.
Figure 2 shavs a portion of the hierarchyof eventsasdefinedin
KMi ontology

m-mm-mm)

Figure 2: Event hierarchy

For the sale of spacewe only presentthe structureof three
typeof eventsfrom theeventhierarchy:visiting-a-place-oipeople,
conferring-a-monetaryveard anddemonstration-of-technology

Event 1: visiting-a-place-or-people
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Figure 1: PlanetOnto architecture

visitor (list of person(s))

peopl e-or - or gani sati on- bei ng-visited
(l'ist of person(s) or organization)

has-duration (duration)

start-time (time-point)

end-tine (time-point)

has-1ocation (a place)

ot her agents-involved (list of person(s))

mai n-agent (list of person(s))

Thestructureof Event1 (visiting-a-place-oipeople)describes
setof objects typeswhich might be encounteredh story describ-
ing an event visit, suchas, visitor, people-oforganisation-being-
visited, otheragents-imolved, etc.

Event 2: conferring-a-nonetary-award
monetary award (sum of noney)

has-durati on (duration)

start-time (time-point)

end-tine (time-point)

has-1ocation (a place)

mai n-agent (list of person(s))

ot her agents-involved (list of person(s))
|l ocation-at-start (a place)

| ocation-at-end (a place)

awar di ng- body (an organi zati on)
has- award-rational e (project goals)

In the event 2 the IE systemfinds all the objectsexcept val-
uesof slotswhich are computedusingothervaluessuchlike has-
duration. This valueis computedby subtractingstart-timefrom
end-time. Also, the valuefor the slot has-award-rationale is ex-
tractedfrom text by using heuristicssuchasif the word goal ap-
pearsin the story thenthe systemwill extractasrationaleall sen-
tenceuntil it finds full stop. The reasonfor this is becausés to
generalo belearnedby anlE tool. It doesnotfollow ary grammar
rule abouthow therationalecouldbeexpressedy ajournalistwho
writesanstorydescribinga projectaward.

Event 3: denonstration-of-technol ogy

t echnol ogy- bei ng-denostrat ed (technol ogy)
has-duration (duration)

start-time (tine-point)

end-tine (tine-point)

has-1ocation (a place)

ot her agents-involved (list of person(s))
mai n-agent (list of person(s))

|l ocation-at-start (a place)

| ocation-at-end (a place)

medi um used (equi pnent)

subj ect-of -the-deno (title)



Event5 containsthe structurefor the event “demonstration-of-
technology”. Entitiesthat needto be recognisedare technology
placeetc.

4. INFORMATION EXTRACTION TOOL

We hadbuilt an|E tool by integratingand customisingseveral
componentsuchas Marmot, Badger Crystal,our KMi ontology
andour OCML preprocessowhich translateshe extractedinfor-
mationinto OCML code(definedin next section). Currently our
domainof studyis “KMi Planet”,a Web-basedews sener that
helpsto communicaterelevant information betweenmembersin
ourinstitute[3]. Theraw input consistof e-mailedstorieswritten
by memberf thelaboratory

Thebackgroundor Marmot,BadgerandCrystalandcustomisa-
tion of thesecomponentss presentedn thefollowing subsections.

4.1 Marmot

Marmot (from UMass)is a naturallanguagepreprocessingpool
that acceptsascii files and producesan intermediatelevel of text
analysisthat is useful for IE applications. Sentencesre sepa-
ratedandseggmentednto nounphrasesyerb phrasegprepositional
phrases.

Marmotsplitsat clausalboundarieggiven a generousotion of
sentence). In short, Marmot provides an idiosyncraticsyntactic
analysiswhich is suficient for badgerto usein applyingits ex-
traction rules. Marmot has several functionalities: preprocesses
abbreiationsto guide sentencesegmentation,resohes sentences
boundariesidentifiesparentheticaéxpressionsrecognisegntries
from aphrasalexiconandreplacehem,recogniseslatesanddura-
tion phrasesperformsphrasabracleting of noun,prepositionand
adwerbial phrasesfinally scopesonjunctionsanddisjunctions.

We haddefinedour own verbs,nouns abbreiationsandtagsin
orderto apply Marmotto our KMi domain. For the sale of space
we would analyseonly the first 3 sentenceén the story givenin
Figure3.

The outputfrom Marmotis shavn asfollows:

<ex> 11

SUBJ(1): JOHN DOM NGUE

ADVP(2): @ED %COMVA% 15 OCT_1997@
PUNC(3): %PERI OD%

</ ex>

In the first sentenceMarmot recognisedwo entitiesfirstly a
subject(SUBJ)which is JOHN DOMINGUE andsecondlya date.
Thelatestisrecognise@ndmarkedbetweerthesymbol*@”. Dates
arerecognisedobustly asregularexpressions.

<ex> 2 1

SUBJ(1): DAVI D BROWN %COMMA% UNI VERSI TY
PP (2): FOR | NDUSTRY

VB (3): VISITS

oBJ1(4): THE QU

PUNC(5): %PERI OD%

</ ex>

In sentencenumber2, DAVID BROWN is recognisedas sub-
ject(SUBJ),aprepositionaphrasgPP)“FOR INDUSTRY” is en-
countertheverb(VB) VISITS is alsofound,OBJ1takesthevalue
of THE OU andfinally a punctuationsymbol (PUNC)is the full
stopis encountereat theendof the sentence.

<ex> 3 1

SUBJ(1): DAVI D BROWN %COMMVA% THE CHAI RVAN OF

John Domingue Wed, 15 Oct 1997.
David Brown, University for Industry visits the OU.

David Brown, the Chairman of the University for Industry Design and Implementation Advisory Group and
Chairman of Motorola, visited the OU as part of a fact finding exercise, prior to drafting his initial 100 Days
Report to HM Goverment. David was accompanied by Jeannette Pugh, Josh Hillman and Nick Pearce.

The DIEE has stated that it is commitied to introducing @ new University for Industry, to spearhead a skills
revolution in the UK. ts twin abjectives will be to boost the competitiveness of business and ensure that
everyone can gain knowledge and skills which enhance their employability. It aims to bring leaming to the
workplace, the home and the community.

During his visit, Mr Brown met with university officers including the Vice Chancellor and the Pro-Vice
Chancellor for Technology Development to discuss the systems, processes and support mechanisms which
underpin the OU's success.

QOver a two hour working lunch in the KMi, Mr Brown met with Prof Marc Eisenstadt and received
presentations from Peter Scott (KMi), Ches Lincaln (Technology) and Gilly Salmon (OUBS). Ches illustrated
how the OU supports students communication using conferencing systems like the FirstClass Internet Client.
She showed how this is in regular use by thousands of students, their tutors and counsellors. Gilly

ilustrated the work of the OU Business School including the recent developments in the Business Cafe.
Peter demonstrated the new technologies which KMi is hamessing and shaping to support the students and
staff of the OU, including the KMi Stadium project.

hitp:/fkmi.open.ac.uk/stadium/

Mr Brown and his party also had an opportunity to discuss other research projects, which exemplify KMi's
successful track record of collaboration with industry, with the institute’s research staff.

More information about the University for Industry may be found at;

hitp:/fwww.ranscend.co.uk/LIFELONG_LEARNING/uf.htm

Figure 3: Email Story

THE UNI VERSI TY

PP (2): FOR | NDUSTRY DESI GN AND | MPLEMENTATI ON
ADVI SORY GROUP AND CHAI RVAN OF MOTOROLA
PUNC(3): %COMVAY%

VB (4): VISITED

oBJ1(5): THE QU

</ ex>

In the samefashion,in sentencenumber3, DAVID BROWN is
recognise@ssubjecttheword VISITED is recognisedsverband
OBJlasTHE OU.

4.2 Crystal

A secondcomponenthat we integratein our information ex-
tractiontool is calledCrystal(from UMass).Crystalis adictionary
inductiontool. It derivesadictionaryof conceptnode(CN) from a
training corpus. Thefirst stepin dictionarycreationis the annota-
tion of a setof trainingtexts by a domainexpert. Eachphrasethat
containsinformationto be extractedis tagged(with SGML style
tags). In orderto performthe taggingprocessCrystal containsa
TextMarker interfacecalledTMI. An exampleof annotatedtoryis
shavn in Figure4.

In ourexamplewe hadmanuallyannotateaur storyusingTMI.
In orderto annotatethe story we usetwo tags<VI> and<PL>.
Crystal generatesaseframesthat canbe usedto extract general
classof information suchasvisitor, place,etc. Consequentlyhe



casdramesshouldbeusefulfor extractingsimilarinformationfrom
futuretexts.

John Domingue Wed, 15 Oct 1997.
<VI>David Brown </V1>, University for Industry visits <PL> the OU </PL>.
<VI> David Brown </VI>, the Chairman of the University for Industry Design and Implementation Advisory Group and

Chairman of Motorola, visited <PL> the OU </PL> as part of a fact finding exercise, prior to drafting his initial 100 Days
Report to HM Government. David was accompanied by Jeannette Pugh, Josh Hillman and Nick Pearce.

The DIEE has stated that it is committed to iniroducing a new University for Industry, to spearhead a skills
revolution in the UK. Its twin objectives will be to boost the competitiveness of business and ensure that
everyone can gain knowledge and skills which enhance their employability. It aims to bring learning to the
workplace, the home and the communty.

During his visit, Mr Brown met with university officers including the Vice Chancellor and the Pro-Vice
Chancelor for Technology Development to discuss the systems, pracesses and support mechanisms which
underpin <PL> the OU </PL>'s suiccess.

Over a two hour working lunch in the KM, Mr Brown met with Prof Marc Eisenstadt and received
presentations from Peter Scott (KMi), Ches Lincaln (Technology) and Gilly Saimon (OUBS). Ches illustrated

She showed how this is in regular use by thousands of students, their tutors and counsellors. Gilly

ilustrated the work of <PL> the OU </PL> Business School including the recent developments in the Business Cafe.
Peter demonstrated the new technologies which KM is harnessing and shaping to support the students and

staff of <PL> the OU </PL>, including the KMi Stadium project.

http:/fkmi.open.ac.uk/stadium/

Mr Brown and his party also had an opportunity to discuss other research projects, which exemplify KMi's
successful track record of collaboration with industry, with the insftute’s research staff.

Mare information about the University for Industry may be found at:
http: . ranscend.co.uk/LIFELONG_LEARNINGIuf.htm

how <PL> the OU </PL> supports students communication using conferencing systems like the FirstClass Internet Client.

Figure4: Annotated story

In the exampleDavid Brown wasannotatedasvisitor andThe
OU is annotatedasplace.

Crystalinitialisesa CN dictionaryfor eachpositive instanceof
eachtype of event. Theinitial CN definitionsare designedo ex-
tracttherelevant phrasesn the training instancethat createghem
but aretoo specificto applyto aunseersentencesThemaintaskof
Crystalis to graduallyrelaxthe constraintontheinitial definitions
andalsoto mergessimilar definitions.

Crystalfindsgeneralisationsf its initial CN definitionsby com-
paring definitionsthat are similar. This similarity is deducedby
countingthe numberof relaxationsrequiredto unify two CN def-
initions. Thena new definitionis createdwith constraintgelaed.
Finally the new definition is testedagainstthe training corpusto
insurethatit doesnot extract phraseghat were not marked with
the original two definitions. This meanshat Crystaltakes similar
instancesndgeneralises1to amoregeneratule by preservinghe
propertiesfrom eachof the CN definitionswhich aregeneralised.

Theinductive concepiearningin Crystalis similarto theinduc-
tive learningalgorithmdescribedn [8] a specific-to-generadata-
driven searchto find the most specificgeneralisatiorthat covers
all positive instancesCrystalfindsthe mostspecificgeneralisation
that covers all positive instanceshut usesa greedyunification of
similar instancesatherthanbreadth-firssearch.

Comingbackto our examplegivenin Figure3. We have that
Crystallearnsa conceptuahodesuchasthe oneshavn.

Verb: visited (active verb)

Visitor: V (class_person)

Has-location: P (class_place)

Start-time: ST (class time_point)

End-time: ET (class time_point)

Has—duration: D (class duration)

Figure5: Conceptnodefor the visiting event

Theseconceptualnode statesthat “X visited”. Sothatin the
futurewheneerthepattern‘X visited” appearsn thetext thecase
framewill extract“X” asthevisitor.

For the patternX visited Y, we basicallywe are extractingre-
lationsr(X,Y) from texts which could beinterpretedas“X visited
Y” andthe Lexicon for relationr is the union of the lexicon(X)
andlexicon(Y). If we find this relationin our texts thenwe find a
instancefor the event“visiting-a-place-ofpeople”.

In this examplewe do not have the casethattwo differenttem-
platesmight apply to the samesentence But it is possibleto en-
counterthesecases.Let us considerthe following examplefrom
theMUC domain:

“A visitor from Englandwashurtwhentwo terroristsattempted
to kill themajor”.

if visitor from England is marked asvictim two terr orist are
markedasperpetratorgndmajor asvictim.

Crystalgenerate8 framecaseshatrepresentthefollowing pat-
terns:

If atext containsthe expressionX washurt” thenthe system
extracts"X” asthevictim.

If atext containsthe expression‘X attemptedo kill” thenthe
systemextracts“X” asperpetratar

If thetext containsthe expressiorfattemptedto kill Y” thenthe
systemextracts“Y” asthevictim.

In recentyearshadbeengreatinterestin annotated-basegch-
niquesfor producingautomaticallydictionaries.Thereasorfor this
is that automaticcreationof conceptualdictionariesis important
factorfor portability andscalabilityof an|E system.

Crystal hasbeentestedon corpusof 300 stories. Crystalwas
ableto inducea dictionary of CN definitions. In our domainwe
hadachieved 100%precision® and100%recall.

We remark,thatin somecaseghetext doesnot provide enough

3recall is the percentageof possiblephrasesthat the dictionary
extracts and precisionis the percentagecorrectof the extracted
phrases.



contet. ThenCrystalwould notlearnary usefulCN definitions.In

this casesve would applyapplyheuristicdo identify propemouns.
NLP approachesypically useheuristics for example,if aword is

capitalisedandnot startinga sentencehenit is a propername. If

astringcontains'& Co” or “Ltd” thenit canbetaggedasa proper
nounof typecompary.

4.3 Badger

A third componentalledBadger(from UMass)which wasalso
integratedinto our IE tool.

The maintaskof badgeris to take eachsentenceén the text (in
our casea storywritten in a e-mailmessageandseeif it matches
ary of our CN definitions.If no extractionCN definitionappliesto
a sentencethenno informationwill be extracted;this meansthat
irrelevanttext canbeprocessedery quickly.

It might occursthatBadgerobtainsmorethanonetype of event
for anstory Thenour IE systemdecidesto classifythe story ac-
cordingwith thefollowing criteria: how mary featurefor eachtype
wereencountereth thestory

Badgerobtaineda caseframeinstantiationdor Placeand Visi-
tor usingconceptuahodeddefinedin thedictionaryconstructedy
Crystal.In thefollowing outputfrom Badgerthefollowing corven-
tionswereused:the nameof the slot appearsn the left handside
of thearrow andthevaluefor the slot on theright handsideof the
arraw. In David Brown story Badgerinstantiated?laceto The OU
andyvisitor to David Brown. Thetype of eventis obtainedfrom the
valueof TypeandthedocumeniD from docid.

<cn>ID: 169 164 158 145
Type: visiting-a-place-or-people

docid = david-brown-story
sentence_num = 3
segment _num = 1

Pl ace ==> OBJ1: THE QU
</cn>

<cn>ID: 89 39
Type: visiting-a-place-or-people

docid = david-brown-story
sentence_num = 3
segnment _num = 1

Visitor ==> SUBJ: DAVI D BROMWN
9COVMVAY% THE CHAI RMAN OF THE UNI VERSI TY
</cn>

Theabove outputmeanghat Badgerhadinstantiatequsingthe
CN definitionsanddomainlexicon) to aframeof theform:

Concept Node:
CN-type: visiting-a-place-or-person

Sl ots:

Vi sitor tag: WV
Start-time tag: ST
End- Ti e tag: ET
Pl ace tag: PL

Resear ch-group tag: GR

Dateis not statedin the story So Start-timeand End-timeare
instantiatedo thedatein which the storywaswritten.

5. INFERENCE CAPABILITIES BY USING
AN ONTOLOGY

An exampleof anstorybelongingto thetypeof eventconferring-
a-monetary-aardis definedasfollows. This exampleis described

in this paperbecausehavs the inferencecapabilitieswhich could
be obtainedrom usingan|E tool plusanontology

IBROW hasbeenawardedl million Ecufrom the Eu-
ropeanCommissiorto carryoutresearchn theareaof
knowledge-basedystems.

Theoutputis shavn asbelow.

<cn>|I D: 80 Type: conferring-a-nonetary-award

docid = ibrowstory
sent ence_num = 1
segnent _num = 1

Funder ==> PP: FROM THE EURCOPEAN COWM SSI ON
</ cn>

<cn>lI D. 106 Type: conferring-a-nonetary-award

docid = ibrowstory
sentence_num = 1

segnent _num = 1

Money ==> OBJ1: 1 MLLION ECU
</cn>

<cn>I D. 24 Type: conferring-a-nonetary-award

docid = ibrowstory

sentence_num = 1

segnment _num = 1
Project-Institution ==> SUBJ: | BROW
</cn>

In this lastexample,we needto usethe KMi planetontologyto
find if Project-Institutioris ainstitution nameor a project name,
andthis is doneby a simple traversalof the inheritancelinks in
theontology Specifically to remore ambiguitywe senta queryto
Web-ontoaskingfor the setof all educational-ayanizationsusing
thefollowing querycode.

web-ont o di spl ay akt-km -pl anet -kb
ocm -eval (setofall ?x
(educati onal - organi zati on ?x))
This givesalist containingall educational-aganizations:
to give @the-open-university
or g- knowl edge- nedi a-i nstitute)

IBROW doesnot matchary of these however, we alsosenda
queryto Web-ontoaskingfor the setof all kmi-projects:

web-onto di spl ay akt-km -pl anet-kb
ocnl - eval (setofall ?x
(km -project ?x))
yielding
to give @project-d3e
.p.r;)j ect - km - pl anet
.p.r;)j ect-ibrow
pr 6j ect - heronsgat e- mar s- buggy)

andhenceamatchof “IBROW"” to project-ibrav
In a similar fashiona queryis sentto webontoin orderto find if
Funderis avalid funderbody



web-onto di spl ay akt-km -pl anet-kb
ocm -eval (setofall ?x
(awar di ng- body ?x))

to give @
or g- eur opean- commi ssi on
org-british-council)

At sametime somesemantic relations could be obtainedby
using the KMi planetontology For our exampleabout|IBROW
(example3) we canderive thefollowing semantiaelations:

“ibrow is KMi project’and“KMi is part-oftheOpen-Unversity

The OCML queryto derive thatKMi is partof the openuniver-
sity is asfollows:

”

web-ont o di spl ay akt-kmi -pl anet-kb

ocm -eval (setofall ?x
(organi zati on-uni t-part-of ?x
t he- open-uni versity))

to give @know edge-nedi a-institute
acad- uni t - depart nment - of - eart h- sci ence
acad-uni t-departnment-of-statistics-ou
acad-uni t-facul ty-of - mat hs- and- conputi ng- ou

org-of fi ce-for-technol ogy-devel opnent)

thereforewe could concludethat:

“the Open-Unversity hasheenawardedl million Ecufrom the
EuropearCommission”

In afutureimplementatiorwe will beinterestedn findingmore
comple relationsby usingour KMi Planetontology

Finally, we remarkthat OCML (the querylanguagaisedby we-
bonto) has adoptedthe closedworld assumption(CWA), in the
samefashionasProlog,andso factsthat are not provable arere-
gardedas“false”asopposedo “unknown”.

6. OCML CODE GENERATED FROM OUR
SYSTEM

Our goalis to usetheinformationobtainedby BadgerandKMi
ontology in orderto be ableto populateour KMi ontology with
new instance®f classes.In orderto accomplishthis taskwe had
pluggedanothercomponentwhich is a translatorfrom Badgers
outputto OCML code. The main function of this translatoris to
tokenisethe Badgeroutput and then find the CN definitions (cn
markers)andextract all the objectsencounteredn the story The
nameof eachslotin theframecasecorrespondso the nameof the
field in theclassdefinitionandthevaluefor thefield is theextracted
informationor it is acomputedvalueusingotherextractedvalues.

Fortheexamplestoryshawvnin Figure3 we endupwith avisiting-
a-place-oipeopleeventandproducetheintermediateoutput:

(def-instance visit-of-david-brown-
t he- chai r man- of -t he-uni versity
vi si ting-a-pl ace-peopl e
((has-duration 1-day)

(start-tinme wed-15-oct-1997)

(end-tinme wed-15-oct-1997)

(has-location the-ou )

(visitor david-brown-the-
chai r man- of -t he- uni versity)

where an instanceof the type event visiting-a-place-oipeople
hasbeendefinedwith thename'visit-of-david-brown-the-chairman-
of-the-unversity”.

7. POPULATING THE ONTOLOGY

Building domain-specifiontologiesoftenrequiresime-consuming
expensve manualconstruction. Thereforewe ernvisagelE as a
technologythat might help us during ontology maintenancero-
cess. During the populationstepour IE systemhasto fill prede-
fined slots associatedvith eachevent, asalreadydefinedthe on-
tology. Our goalis to automaticallyfill asmary slotsaspossible.
However, someof theslotswill probablystill requiremanualinter-
vention. Thereareseveralreasongor this problem:

e thereis informationthatis not statedn the story

e noneof our templatesmatchwith the sentencehat might
provide theinformation(incompletesetof templates)

We note that thereare somecaseswhen the instancesare not
definedin theontologyandthendetermininghetypeof anobjectis
notstraightforvard. This hasto bederivedfrom aproof. Currently
we still looking to this aspecbf ourresearch.

Figure 6 shavs the extractedinformation from David Brown
story.

Oncethesystemhadextractedtheinformationtheuserwill pre-
sentedwith all extractedinformation even the onethat cannotbe
categyorizedasbelongingto a type of objectdefinedin ourdomain.
Therefore peforeupdatingthe ontologywe will requirethata per
soncheck/completé¢he extractedinformation. In otherwordsthe
userhave editing permissiondeforeupdatingkMi ontology

Currently we had exploredthe creationof new instancesof a
classbut we remarkthatwe would lik e to createautomaticallynew
classe®r subclassem thefuture.

BadgerandCrystalwork usinga predefinedsetof frameswhich
aredefinedin the specificatiorof the domain. Therefore for each
event’s classdefinedin KMi ontology we had defineda frame.
Then,in orderto createnew classesve have to be ableto create
new temporalframes,i.e. if a new entity appearseveral timesin
thetext. Thisis still undercurrentinvestigation.

8. CONCLUSIONS AND FUTURE DIREC-
TIONS

We had built an IE systemusing Marmot, Crystal, Badger a
translatorto OCML codeandKMi ontology We obtainedgood
resultsusing the IE tool in KMi stories,However we found that
we have to integratea regular expressiorrecognisein our system.
The reasorfor this is that Crystaldoesnot learnpatternsin sum-
mariesof documentedaxamplesof lifelong learning (our second
studycase).

Currently our systemhadbeentrainedusingthe archive of 300
storiesthat we had collectedin KMi 4 The training stepwas per
formedusingtypical examplesof storiesbelongingto eachof the
differenttype eventsdefinedin the ontology However, in the fu-
ture we would like to usethe IE tool in a differentdomain. We
areinterestedn usingthe|E systemin lifelong learninginitiatives,
companiegrojectreports,CurriculumVitae (CV'’s), or application
of jobs.

Another possibledirection that we would like to explore is to
incorporatein Crystala differentMachine Learningalgorithmin
orderto compareperformancéetweerthem.

*URL:http://kmi.open.ac.uk/planet/
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Figure 6: Extracted information

Currently in our IE tool worksin plain emailtext. But, in future
we would considerthe possibility of usingour IE tool in hypertext.

Besideshe above issues Badgercould be extendedin orderto
save its outputin XML (ExtensibleMarkup Language).This will
increasethe portability of our IE systemas XML is the universal
formatfor structureddocumentsanddataon the Weh

Finally, we would like to provide our |IE systemwith visualisa-
tion capabilitiessuchasvisualisationof entities,etc.
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