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Abstract

This paperdescribesa systemwhich recog-
nizeseventson stories. Our systemclassifies
storiesand populatesa KMi Planetontology
with new instance®f classeslefinedn it. Cur-
rently, the systemrecognizegventswhich can
be classifiedas belongingto a single cateyory
andit alsorecognize®verlappingevents(more
than oneeventis recognizedn the story). In
each case,the systemprovides a confidence
value associatedo the suggestedclassifica-
tion. In our event recognitionsystemwe use
Information Extractionand MachineLearning
technologiesWe have testedthis systemusing
an archive of storiesdescribingthe academic
life of ourinstitution.

1 Intr oduction

In this paperwe focuson the problemof automatically
classifying documents. This is an interestingproblem
in Natural Languageresearchandit hasmary potential
applicationsranging from documentsummarizationto

the semanticweh Thereare several approacheso text

classification. In this paperwe describean approacho

storiesclassificatiorbasedn InformationExtractionand
MachineLearningtechnologiesEssentiallyinformation
extraction can be seenasthe task of pulling predefined
relationsfrom texts. Efforts have beenmadeto apply
information extractionto several domains,for instance,
scientificarticlessuchasMEDLINE (Cravenand Kum-

lien, 1999), bibliographic notices(Michell, 1997)and
medicalrecords( Soderlancetal., 1995). In designing
an information extraction systemfor the KMi organi-
zation, the systemshould be able to extract the name
of KMi projects, KMi funding organizations,awards,
dates, etc, and ignore anything not clearly relevant to

thesepre-specifiedcatgories. Ontologiescan be used
in information extraction systemsto help them extract
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relationsfrom semi- or unstructureddocuments state-
ments or terms (Roux et al., 2000). Also, recent
work on semi-automati@ntology acquisitionby means
of informationextraction,supportedy machine-learning
methods,is describedin (Maedcheand Staab, 2000;

Kietz et al., 2000; Vargas-\éraet al., 2001a;Vargas-

Veraet al.,, 2001b). On similar lines, thereis CMU’s

approacHor extractinginformationfrom hypertet using

machindearningtechniqueg&ndmakinguseof anontol-

ogy (Cravenetal., 1999).

Our system,as mostinformation extraction systems,
usessomeform of partial parsingto recognizesyntactic
constructswithout generatinga completeparsetree for
eachsentenceSuchpartialparsinghastheadwantage®f
greaterspeedand robustness. High speedis necessary
to apply the information extraction to a large set of
documents.The robustnessachieved by allowing useful
work to bedonefrom a partial parsingis essentiato deal
with unstructurecaindinformal texts.

Themaincontribution of our papercanbesummarized
asfollows:

¢ identificationof eventson storiesby meanf Infor-
mation Extractionand Machine Learning technol-
ogy and

e semi-automatipopulationof a selectecbntology

The paperis organizedas follows: Section2 shavs
the eventtopologyusedin our eventrecognitionsystem.
Section3 describeshe classificatiorof stories.Sectiord
presentsthe processmodel in our system. Section5
presentassignatiorof confidencevaluesto therulesex-
tractedusingCrystal. Section6 describesemi-automatic
populationof a selectedbntologywith new instanceof
classesalreadydefinedin our selectedontology Sec-
tion 7 presentaworking example.Section8 presentshe
evaluationcarriedout usingthe KMi archie of stories.
Finally, Section9 gives conclusionsand directionsfor
futurework.



2 Eventtopology

The KMi domainconsistof eventsor actiities happen-
ing in our Institute. Eventsare definedformally in our

ontologyasclasses.Currently in the KMi ontologywe

have defined41 differenttypesof events. As the event
topology is alreadydefinedin the ontology Then, for

eacheventwe alreadyhave definedthe slotswhich might

be instantiatedby aninformationextractioncomponent.
Figure 1 shows a portion of the hierarchyof eventsas
definedin the ontology

Figurel: Eventhierarchy

For the sale of space,we only presentthe struc-
ture of threetype of eventsfrom the event hierarchy:
visiting-a-place-oipeople,project-avard and academic-
conference.

Cl ass Event 1: visiting-a-place-or-
peopl e
sl ots:
visitor (list of person(s))
peopl e- or - or gani sati on- bei ng-vi sited
(list of person(s) or organization)
has-duration (duration)
start-tinme (time-point)
end-time (tine-point)
has-1 ocation (a place)
ot her agents-invol ved
(list of person(s))
mai n-agent (list of person(s))

The structureof Event 1 (visiting-a-place-oipeople)
describesa setof objectswhich might be encountereéh
storydescribinganeventvisit, suchasvisitor, people-of
organisation-being-visitedtheragents-inolved,etc.

Class Event 2: project-award

5 can be usedto recognizeit.

slots:
has- awar di ng- body (an organi zati on)
has-award-rati onal e (project goals)
obj ect -act ed-on (award)
reci pi ent-agents (the agents which
possi bly receive
t he obj ect - act ed- on)
start-time (tine-point)
end-tinme (time-point)
| ocation-at-start (a place)
| ocation-at-end (a pl ace)

The structureof Event 2 describesa set of objects
which might be encounteredh story describinganevent
“project-avard” such as organization,award, recipient
agent.etc.

Cl ass event 3: acadeni c-conference
slots:
has- papers (list of papers)
has-invited-tal ks (list of talk(s))
has- denostrations
(l'ist of denobnstration(s))
has- duration (duration)
start-time (time-point)
end-time (tine-point)
has-1 ocation (a place)
mai n-agent (list of person(s))
ot her agents-invol ved
(list of person(s))
nmeeti ng-attendees (list of person(s))
meet i ng- organi zer (list of person(s))

Event3 containghestructurefor the event“academic-
conference”. Entities that needto be recognizedare
papersjocation,etc.

3 Classificationof stories

We classify storiesor documentsasbelongingto ary of
the typesof eventsaccordingwith the objectsthat are
foundin them.For eacheventtypewe have a predefined
objectsthatshouldbefoundin thestory. Forinstancefor
the event “visiting-a-place-ofpeople”the systemmight
encounteobjectsof type: visitor, placeanddate.

In our systenclassificationis performedn thefollow-
ing steps:

e pre-procesthestory
¢ find the objectsin the storyusingpartial parsing

e provide classificationof a story with associated
confidencevalue

Eacheventin our systemhasseveral patternswhich
For instance,in caseof



“visiting-place-orpeople” event the following patterns
wereencountered.

visited Y
visits Y

visited by X
visited by X at Z
were visited by X
sit to Y

cane

cane to visit Y
hosted X
hosted a visit fromX
had a visit fromX
wel cones X

<< <X X< <<XX

In all patternsshovn above X is a person,Y is a
place/institutiorandZ is alocation.

Problemsmight occurwhenmorethanoneeventcan
be recognizedin a story Then our systemdecidesto
classifythe storyaccordingwith thefollowing criteria:

it computegheconfidencevalueasthe numberof slots
the systemwas able to extract divided by total number
of slotsthat an annotator/gpert usedduring annotation
proces®on ary storyfrom agivenclass.

The confidenceof classificationinto a given classis
shavn below.

number of items extracted

confidence_classification =
number of slots used by annotator

Then, the catggory which maximizesthe sum of the
filled slotsis placedat the top of the window (i.e. the
classificationwith the maximum confidencevalue). If
none of the templatesare able to be filled (during the
extraction phase)then the story is given the statusof
unclassifiedstory. The user will be presentedwith
classificationassociatec¢onfidencevalue and extracted
objects.Oncethattheuseragreegrejects)one(all) of the
suggestedlassificationand extractedinformation, the
ontologyis updatedwith a new instance.

4 Procesanodel

Within this work we have focusedon creatinga generic
processmodel for event recognitionon stories. In our
systemwe have devisedthreeactiities: mark-up,learn-
ing andextraction. We will provide moredetailsof each
of theactiitiesin turn.

Mark-up

The actiity of semantictagging refersto the actity
of annotatingtext documentgwritten in plain ASCII or
HTML) with a setof tagsdefinedin the ontology Our
classificatiorsystemprovidesmeango browsetheevent
hierarchy In this hierarchyeacheventis a classandthe
annotationcomponentextracts the set of possibletags 3

from the slotsdefinedin the ontology During the mark-
up phaseas the text is selectedthe systeminsertsthe
relevant SGML tagsinto the document.Also our system
offersthe possibility of removing tagsfrom adocument.

Learning

This phasewas implementedby integrating two tools:
Marmot and a learningcomponentcalled Crystal, both
from UMass (full descriptioncan be found in (Riloff,
1996a)).Marmotis anaturallanguagepreprocessingpol
that acceptsASCII files and producesan intermediate
level of text analysighatis usefulfor informationextrac-
tion applications.Sentenceareseparatedndsegmented
into noun phrases,verb phrasesprepositionalphrases.
Marmot hasseveral functionalities: preprocesseabbre-
viations to guide sentenceseggmentation,resoles sen-
tencesboundaries,identifies parentheticalexpressions,
recognizesentriesfrom a phrasallexicon and replace
them, recognizesdatesand duration phrases performs
phrasalbracleting of noun, prepositionand adwerbial
phrasesfinally scopesonjunctionsaanddisjunctions.

Crystal is a dictionary induction tool. It derives a
dictionaryof conceptnodesfrom a training corpus. The
first stepin dictionary creationis the annotationof a
set of training texts by a domainexpert. Eachphrase
that containsinformationto be extractedis tagged(with
SGML styletags).

Crystalinitializes a conceptodesdictionaryfor each
positive instanceof eachtype of event. The initial
concept node definitions are designedto extract the
relevantphrasesn thetraininginstancehatcreateghem
but are too specific to apply to a unseensentences.
The main task of Crystalis to graduallyrelax the con-
straintsontheinitial definitionsandalsoto memesimilar
definitions. Crystal finds generalizationsof its initial
conceptnode definitions by comparingdefinitions that
are similar. This similarity is deducedby countingthe
number of relaxationsrequiredto unify two concept
nodedefinitions. Thena new definition is createdwith
constraintgelaxed. Finally the new definition is tested
againstthe training corpusto insure that it does not
extract phraseghat were not marked with the original
two definitions. This meansthat Crystal takes similar
instancesand generalizesnto a more generalrule by
preservingthe propertiesfrom eachof the conceptnode
definitionswhich aregeneralized.

Theinductive conceptiearningin Crystalis similar to
the inductive learningalgorithm describedin (Michell,
1982) a specific-to-generatlata-driven searchto find
the most specificgeneralizatiorthat covers all positive
instances. Crystal finds the most specific generaliza-
tion that coversall positive instanceshut usesa greedy
unification of similar instancegatherthan breadth-first
search.



Extraction

A third componentalledBadger(from UMass)wasalso
integrated into our event recognition system. Badger
malesthe instantiationof templates. The main task of
badgeris to take eachsentencen the text and seeif
it matchesary of our conceptnode definitions. If no
extractionconceptnodedefinition appliesto a sentence,
then no information will be extracted; this meansthat
irrelevanttext canbeprocessedery quickly.

It mightoccursthatBadgerobtainsmorethanonetype
of eventfor anstory'!. Thenour information extraction
systemdecidesto classify the story accordingwith the
criteriadefinedin section3.

5 Confidencevaluesassociatedo the
extraction rules

In the automaticconstructionof ontologiesprecisionis
more importantthan recall. Therefore,our goal is to
obtain high precision. Currently we are focusing, in
associatinga confidencevalue to the Crystal induced
rulesin orderto increaseprecision. In our solutionwe
have associateaonfidencevalueto the Crystalinduced
rules. The confidencenumberfor eachrule can be
computedby a three-fold cross-alidation methodology
on the training set. Accordingto this methodologythe
training setis split into threeequally sized subsetsand
the learningalgorithmis run threetimes. Eachtime two
of the threepiecesare usedfor training andthe third is
kept as unseendata (test set) for the evaluationof the
inducedrules. The final resultis the averageover the
threeruns. At runtime eachinstancextractedoy Badger
will be assignedhe precisionvalue of that rule. The
main featureof using confidencevaluesis that among
ambiguousinstantiations,we can still choosethe one
with the highestestimatedtonfidence.

In the new scenariowe have a setof rulesfor each’
eventlike theonesshowvn below.

- Rule_1 (confidence_1)
- Rule_2 (confidence_2)
- Rule_3 (confidence_3)
- Rule_(n-1) (confidence_(n-1))
- Rule_n (confidence_n)

6 Populating the ontology

Building domain-specifiontologiesoftenrequirestime-
consumingexpensve manualconstruction. Therefore,

! The first implementatiorof our event recognitionsystem
which only recognizessingle eventsis describedin (Vamyas-
Veraetal., 2001b)

we ervisageinformation extractionasa technologythat
might help us during ontology maintenanceprocess.
During the populationstep our information extraction
systemhasto fill predefinedslots associatedvith each
event, as alreadydefinedthe ontology Our goalis to
automaticallyfill as mary slots as possible. However,
some of the slots will probably still require manual
intervention. Thereareseveralreasongor this problem:

¢ thereis informationthatis not statedn thestory,

e noneof our patternsmatchwith the sentencehat
mightprovidetheinformation(incompletdibrary of
patterns)

Theextractedinformationcouldbevalidatedusingthe
ontology Thisis possiblebecauseachslot of eachclass
of the ontologyhasa type associateavith it. Therefore,
extracted information which doesnot match the type
definition of the slot in the ontology canbe highlighted
asincorrect.

7 Example

In this sectionwe presentan example. The domain of
our exampleis a web basednews letter;, KMi Planet
(Domingueand Scott, 2000) that hasbeenrunningin
our institution for five years. One of the functionalities
offeredin KMi Planetis an editor which canbe usedto
manuallyextractinformationand classifya story. Then
this information is sentto ontology sener in order to
createa new instance. Whilst we are happy with the
functionalitiesoffered by KMi planet,we wantto auto-
matically extract and populatethe handcraftedntology
Thisis becausenaintenancés time consuminganderror
prone. Therefore,in the first instancewe have selected
KMi Planet(which contains200 storiesof academidife
in KMi) as our first domainfor our event recognition
system.

In this sectionwe shov two examplesin the first
story only one single event was recognizedand the
secondexampletwo eventswere recognizedn a story.
Figure 2 shaws an story classifiedas “project-avard”
with a confidenceof 75% whilst in Figure 3 our system
suggestwo classificationgor thestory“visiting-a-place-
or-people”and“project-avard” with confidenceraluesof
33%and25%r respectiely.

In Figure 2 we canseein the top right window that
the user has selectedthe project-avard classfrom the
KMi ontology Also in the samefigure the number
3/4 meansthat three out of four slots valueswere able
to be extractedfrom story The numberin bracletsis
the confidencevalue associatedo the suggestedtlas-
sification. For this particular story titled “The AKT
begins” our systemwasableto extractthe object-acted-

4 on (thing that was given as an award), recipient-agent



(man/oganization/projet that was given an award) and
has-avarding-body(man/oganizatiorthatgave award).
In Figure 3 our systemwas ableto extract visitor for
classification"visiting-a-place-ofpeople”and recipient-
agentfor classificatior‘project-avard”. Thereasorwhy
this storyis classifiedasproject-avardis thatduringthe
learningphasethe systemlearnarule:

Cn-type project-award I D: 18

St at us: GENERALI ZED

Constraints:

VB: :
node active
root: bring
terms: BRI NGS

nod terms: <null>
head t erns: BRI NGS
cl asses: ws_Root _d ass

nmod cl ass: ws_Root _C ass

PP: : ==> reci pi ent-agents

ternms: TO
mod terns: TO
cl asses: ws_Root _d ass

nod cl ass:
head cl ass:

ws_Root _C ass
ws_Root _C ass

As we can seethis rule is very generaland the sys-
tem from ary sentencewith verb=BRING and preposi-
tion=TO extracts Prepositionalphrase(PP)ps recipient
agent.Thisproblemcouldbesolvedby constrainingslots
to the correcttypegivenin anontology

Finally, afterinformationis extractedthe classification
andextractedvaluesarepresentedo theuser If theuser
acceptthesevaluesthen the ontology will be updated
with anew instance.

‘w | Project
File_Setup
project-award Sl [P
T T ‘FP MG The AKT begins.... KMI awarded £1.2M by EPSRC Enrico Motta =
start-time FQ 91:03:0G
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has zlocatlon FT Physical Sciences Research Council to carry out research in the
location-at-start FU licati f ki t N t t K
location-at-endt PV applicationiof kinowledgetechiologlesitg suppon vledg
means -of-transport -used Fr creation and sharing in organizations. This highly prestigious
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main-agent Y iR 5
has -awarding-body & Programme on Interdisciplinary Research Collaborations
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The consortium plans to tackle fundamental and applied
problems associated with the acquisition, modelling, reuse,

’7 retrieval, publishing and maintenance of knowledge, with the
aim of achieving a quantum leap in knowledge technologies,
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Figure 2: One suggestectlassificationfor story titled
“The AKT begins”
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KMi is pleased to have Jean-Christophe Beaud visiting the D3E
=/ | group for the month of August. Jean-Christophe is a graduate
student at the Centre for Research in Cognitive Psychology (
CREPCO) at the University of Provence, France.
Jean-Christophe is visiting KMi as part of an Alliance funded
project awarded to Dr. Tamara Sumner of KMi, and Dr.
Nathalie Bonnardel of CREPCO. Alliance is a joint programme
from the British Council and the French Ministere des Affaires
(MAE).

visit- of-mark-rasmer-to-kmi
visit- of-john-fox-to-kmi
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visit-of-norman-fenton-and-martin-neil
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visit- of-rachel-bellamy- to-kmi

visit- of-alistair- macfarlane-to- kmi
visit- of-patrick- purcell-to-kmi

As part of the project to assess an environment supporting
visit-of-randall- b-smith-to-kmi | || scholars in creating and publishing multimedia documents on
% the Web, Jean-Christophe will help conduct a study of real
designers using D3E to design a publication site. More
information about the project can be found at
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Figure3: Two suggestedlassificationgor a storytitled
“Alliance bringsFrenchresearcheto KMi”

8 Evaluation

We have testedour eventrecognitionsystemperforming
three-fold cross-alidation methodology In this eval-
uation we have used standardmetrics for computing
precisionandrecalP

Previouswork hasreportedthatspuriouspatternsvere
deleted manually from the library of rules under the
assumptiorthatthey werenotlik ely to be of muchvalue
(Riloff, 1996b).However, our experimentsverecarried
outwithoutdeletingspuriousrules.

| Events | Trial 1 | Trial 2 | Trial 3 |
| | Prec Rec | Prec Rec | Prec Rec |

Visiting-a-pl | 0.77 0.47 | 0.82 0.47 | 0.47 0.63
project-ava | 0.89 0.35 | 0.50 0.15| 0.46 0.36

Tablel: Precisionan Recallfor 2 events

Thetrialsfor “visiting-a-place-ofpeopleand“project-
award” eventsarepresentedh Tablel.

Overallprecisiorfor event“visiting-a-place-orpeople
was 0.68 and overall recall is 0.52. The experimental
resultssuggestethatprecisioncoulddropdramaticallyif
thesetof extractionrulesis usedasgeneratedWe expect
that by associatingconfidencevalue to the extraction

2 . .. . "
As areminder precisionandrecallmetricsaredefinedasfollows:

number of items correctly extracted

Precision =
total number of items extracted by system

number of items correctly extracted

Recall = -
total number of items need to be extracted by system



rules the performanceof the event recognitionsystem
will be increased. Therefore,further researchheedsto
be undertalen in the direction of the associationof a
confidencedo theextractionrules.

We have also experimentedwith MnM (Vargas-\éra
et al., 2002)using as testbedthe KMi stories. MnM
has integrated as information extraction Amilcare. In
a single-slotEngine suchas Amilcare eachrule is ap-
plied independentlyof others. This causesoverlapping
matchesamongdifferentrulesresultingin multiple am-
biguousinstantiationdor thosematches.Therefore we
have to resole thoseambiguitiesand choosethe correct
instantiations. This ambiguity might be removed by
performingpost-processingapableof discardingwrong
instantiationsof slots. However, by using confidence
value associatedo the extraction rules we will try to
overcomethis problem.

9 Conclusionsand futur e work

We have built a tool which recognizesventson stories
and extracts knowledge using an ontology Currently
our systemhave beentrained using the archive of 200
storiesthat we have collectedin KMi. 3 The training
step was performedusing typical examplesof stories
belongingto eachof the differenttype eventsdefinedin
the ontology Our systemrecognizessingle eventsand
overlappingevents. Thenit is ableto suggestpossible
classificatiorfor astory. Currently the populationof the
selectedontologyis performedat the level of instances.
Our systemextractsinstancesf classesdefinedin the
event ontology However, in future we will explore
the possibility of use the extracted information with
conceptoo(CompatangelandMeisel,2003)in orderto
createnew classesn aselectedntology Thiswill allow
usto refineour ontologywith afiner granularity

Theexperimentshovedthatanautomatianechanism
is neededin orderto determinewhich extraction rules
arespurious. We believe this problemcanbe solved by
associatingonfidenceralueto the extractionrules.

As a mediumterm goal, we plan to link our event
recognitionsystemwith KMi researclprofiles. Thenwe
will filter storiesandsendthemby e-mailto the people
who might be interestedin readingthem. In this way,
KMi researchersvill be informed abouteventsin our
institutionwithout having to browsethe archive of news.

Currently our eventrecognitionsystemworkswith the
KMi Planetontology But, in future, we planto offer a
selectionof ontologies.
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