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Abstract. We are interested in the annotation of knowledge which
does not necessarily require a consensus. Scholarly debate is an exam-
ple of such a category of knowledge where disagreement and contest are
widespread and desirable, and unlike many Semantic Web approaches,
we are interested in the capture and the compilation of these conflicting
viewpoints and perspectives. The Scholarly Ontologies project provides
the underlying formalism to represent this meta-knowledge, and we will
look at ways to lighten the burden of its creation. After having described
some particularities of this kind of knowledge, we introduce ClaimSpot-
ter, our approach to support its ‘capture’, based on the elicitation of a
number of recommendations which are presented for consideration to our
annotators (or analysts), and give some elements of evaluation.

1 Introduction

While the Semantic Web starts to soar, it is nevertheless relying on a precise and
exact annotation of the multiple resources it connects. Annotating a document
with the actual information it contains is being addressed through a number of
projects ([1] for instance), but all of them have in common the desire to translate,
in a more formal way, information which is already present in the actual page
(e.g. the price of an item in an online store or the affiliation of a researcher),
and more importantly, which is not going to be contested.

Indeed, such knowledge is to be accepted ‘as it is’ by the application, the
knowledge expert, or the end user. We are on the other hand interested in the
annotation of knowledge which does not necessarily fit this description. Consider
scholarly discourse: there can be many interpretations about a particular piece
of research, and disagreement is an inherent part of it. Unlike many Semantic
Web approaches, disagreement and contest are highly desirable here, as we want
all the conflicting viewpoints and perspectives to be captured.

Arguments are not necessarily constrained to the field of scholarly debate
though, and we can witness their emergence in many domains nowadays, as
analysts express their viewpoints about the direction their company should take
piece or publish their review of the latest movies, and allow their readers to
comment on them, by providing their own arguments for or against.

We are introducing in this article an approach, ClaimSpotter, to assist the for-
malisation of such knowledge, and we will focus on scholarly debate. We describe



a strategy to provide our annotators (or analysts) with relevant information ex-
tracted from the document under consideration. We describe firstly the inherent
formalism of this approach and introduce in more detail the characteristics of the
knowledge we are interested in, and the difficulties associated with its capture.
We will then present the architecture and the components of ClaimSpotter, and
report on some preliminary elements of its evaluation. Finally, we will conclude
by a discussion and the presentation of some related work.

2 The Scholarly Ontologies project

The Scholarly Ontologies (or ScholOnto) project [2] aims at implementing a Se-
mantic Web of scholarly documents, enriched with the (possibly contradicting)
interpretations made by their readers, who become analysts. These interpreta-
tions summarize the core contributions of an article and its connections to related
work, which are deemed relevant in the eyes of an analyst. They are formalized
as triples (or claims) <node, relation, node>, where the nodes can be chunks
of text or (typed) concepts (like a theory, a methodology or an approach), and
the relation is an instance of a class defined in a formal ontology of discourse,
which organizes the way interpretations can be articulated; figure 1 gives some
examples of relations which can be drawn between nodes. Utterances like In my
opinion, the document [3] describes a mechanism to enhance documents with ma-
chine understandable information, which supports the notion of Semantic Web,
as introduced in [4], can be encoded as <enhancing documents with machine
understandable information, supports, Semantic Web>, where [enhancing doc-
uments with machine understandable information] and [Semantic Web] are two
concepts defined by the current analyst and associated to their respective docu-
ment ([3] and [4]), and connected with an instance of the relation class [example
of] (cf. figure 1).

For their annotation, users are encouraged to make links to concepts backed
by other documents (e.g. [Semantic Web] in the previous example) and to reuse
concepts. They may extend the models built by other contributors, adding fur-
ther claims, or take issue with them if they feel the original interpretation is
flawed. Thus, a claim space emerges collaboratively and cumulatively as a com-
plex web of interrelated claims (cf. figure 1), which represents the perspective
adopted upon a particular problem by a community of researchers. Representing
annotation as claims allows a number of intelligent services, like for instance the
tracking of a particular idea and the elicitation of its subsequent reuses [2].

However, we expect that moving from utterances expressed in natural lan-
guage to a set of ScholOnto claims is not going to be straightforward, as analysts
will have to translate their opinions in a claim-compatible form. In the following
paragraphs, we will look at the characteristics of this problem.

2.1 Difficulties

We start by emphasising that interpretations are necessarily personal. They
contain what has been understood from a document; and they will also be (and
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Fig. 1. Multiple interpretations encoded as sets of ScholOnto claims, expressing con-
tributions and connections to and from documents. Analysts 1 and 3 have created two
concepts defined in two different documents and linked them with a relation; analyst
2 reuses a concept created by analyst 1 and creates a link to one of his own concept
defined in a new document; analyst 4, finally, creates a new concept in his document
and connects it to another claim.

should be) influenced by an number of factors upon which we have no control,
the most obvious being the analyst’s personal research interests. To rephrase
it, interpreting a document implies taking a perspective on its contents, and
viewing it through a prism which bends it to one’s own interests.

Because of the underlying formalisation, yet another difficulty resides in the
elicitation of actually what to use as nodes and relations, how long (or detailed)
they should be and so on, a problem which is likely to be faced by newcomers to
any application requiring formalization, as noted by Shipman and McCall [5]:

“Users are hesitant about formalization because of a fear of prematurely
committing to a specific perspective on their tasks; this may be espe-
cially true in a collaborative setting, where people must agree on an
appropriate formalism.”

Formalising means translating, and potentially losing, a part of the original
opinion held by an analyst. These opinions will have to fit in the schema of
relations, which means leaving aside all the nuances that could not be represented
by it. Opinions will appear more clear-cut, and added to their increased visibility,
we might witness the rise of a legitimate fear of commitment.

2.2 Our approach

We are not pretending to solve these problems, but instead seek to provide
ways to lighten them, by helping users feeling more confident with the overall
process and helping them as much as possible in their formalisation task. In



other words, we seek to help them bridge the gap between their interpretation
of a scholarly document expressing the position defended by an author, and the
schema imposed by the ontology of discourse relations.

Our answer to this daunting problem lies in two steps. We have firstly devel-
oped two generations of interfaces to make the process of inputting interpreta-
tions as easy as possible. These interfaces have been described in [6]. Secondly,
we have conducted an observation of analysts’ needs to identify potentially in-
teresting components from the text. Our goal is to get sense out of documents
and help analysts put their own sense on the knowledge structures they build.

3 A recommendation-based approach

To get sense out of documents, we are going first of all to look at the task in more
detail and get some insight on the underlying formalization process. Although
we have to bear in mind that the kind of knowledge we are interested in would be
found only implicitly in scholarly documents [7], as it results from a sense-making
process, we are investigating the following research question:

what are the limits of text-based approaches to assist the translation of
one’s interpretation into a set of formalized knowledge constructs ?

We believe that by combining the Scholarly Ontologies (ScholOnto) reposi-
tory of claims and some carefully selected components of the document, we can
assist the task of claim formulation. We also argue that providing such resources
within an interface will substantially improve the overall experience. Our global
vision is therefore based on the following aspects: (1) assisting the formulation
of claims by proposing an alternative, ScholOnto-aware, view of the document;
and (2), wrapping these resources in an environment to actively support the
formulation of claims. This enhanced environment would support the first step
of a dual-annotation process, composed of:

— an annotation with ‘simple’ claims, for which machine tools can help by spot-
ting potentially relevant claim elements or valuable areas of the document.

— and in a second step, an annotation with ‘complex’ claims, which result from
a human sense-making process.

3.1 Observation studies

Our previous use of the expression ‘relevant claim elements and areas’ was maybe
an improper one. We should stress that we are not interested in actually sum-
marising a scholarly document and ‘reducing’ it to a number of claim-worthy
components. Indeed, any particular aspect of it might be of interest to at least
one analyst. However, by lifting up some of its components and proposing them
to the analyst for further analysis, we hope to reduce the cognitive overload,
while still providing her full access to the whole document.

So, how do analysts approach a document, when faced with the task of ex-
pressing their interpretation? There has been some literature about how people



al|a2| a3 |ad| ab |ab| a7
Title Q1
Abstract
The paper introduces an approach. .. Q2]Q2] Q1 |Q2|Q2 Q3|Q1L
Latent Semantic Analysis. . . Q2|Q3] Q2 Q2 Q3 Q1
A modified Boltzman. .. Q2|Q3| Q3 Q2 Q3
The approach was implemented. . . Q3
Introduction
The wealth of digitally stored. .. Q1 Q1 Q1] Q1
Keyword searches over. . . Q1 Q1

Data Analysis Q3
Latent Semantic Analysis (LSA) [4]... Q3 |Q3 Q2 Q4
It overcomes. ..
We apply LSA to extract. .. Q3| Q3 Q2| Q3

Data Visualisation Q3
Rather than being a static. .. Q4 Q2
Data is displayed in an initially. . . Q3|Q2 Q3|Q3| Q3 [Q2|Q2 Q4

Prototype Systems

Conclusions

Initial tests show that the. ..

Detailed user studies are in preparation
First resutls on using an. .. [3].

An extended version of this paper...
Table 1. Partial results of the experimental process, displaying, for each component
(section and sentences) of our test document [9] and for each analyst (al...aT7), the
question(s) it helped to answer.

approach a document (see [8] for instance), and how some components are more
likely to be retained for attention than some others. However, we wanted to see
if the claim-formulation process had some characteristics of its own. Therefore,
we devised an initial experiment. Seven persons (all researchers) were given a
short paper (2 pages) and a marker pen. They were asked to answer a number
of questions, and to highlight, for each question, the parts (or components) of
the document that they were going to use to formulate their answer. The ques-
tionnaire was designed to allow an easy mapping into ScholOnto claims, with
questions about both the contributions made in the document and its connec-
tions to the rest of the literature:

— Q1: what is the problem tackled in this document?

— Q2: how does the work presented try to address this problem?
— Q3: what previous work does it build on?

— Q4: what previous work does it critique?

Our initial hope was to identify a set of components which would be widely
used and therefore which could be recommended to novice analysts. However,



we have witnessed a number of different approaches to answer these questions,
as highlighted in the results table (cf. table 1).

Some persons highlighted the keywords and made use of them in their an-
swers. Another person used the title. One person marked an entire section (Data
analysis) without giving any more detail about which parts of it were going to
be used. Some sections were also much more used than some others: most of the
participants found their answers to questions Q1 and Q2 in the abstract and the
introduction and dismissed nearly completely the remainder of the document. It
suggests that the ability to access these components directly would be useful.

A majority of subjects used sentences spread in multiple sections however.
Some of these sentences were used consistently to answer the same question:
for instance, “The wealth of digitally stored data available today increases the
demand to provide effective tools to retrieve and manage relevant data.” is used
4 times out of 4 to answer question 1. On the other hand, some sentences,
like for instance “Rather than being a static visualization of data, the interface
is self organizing and highly interactive.” is used three times, and to answer
three different questions. It might mean that the questions were not well defined
enough, that they were maybe overlapping, resulting in some confusion in our
subjects’ minds.

In addition to the section they belong to, other aspects or features of a sen-
tence that we could identify include the presence of a citation (especially, of
course, to answer questions Q3 and Q4), like “Latent Semantic Analysis (LSA)
[4] has demonstrated improved performance over the traditional vector space tech-
niques.” . Such sentences are considered as describing related work and therefore
make valuable elements to consider when interpreting a document’s connections
to the literature.

Finally, we also noticed that sentences containing an instance of what we
assessed to be a highly-subjective verb (like ‘to apply’, ‘to demonstrate’, ‘to
overcome’), which showed a strong level of commitment by the author, were
picked. Sentences like “The paper introduces an approach that organises retrieval
results semantically and displays them spatially for browsing.” clearly describe
the authors’ intention and, therefore, also provide valuable information about
the document’s contributions and/or the authors’ position, which in turn provide
valuable material to write a claim.

We understand from this observation that our analysts would have very dif-
ferent needs according to their ways of approaching a document and that no
one approach would be suitable for everyone. Among the different elements that
we could propose for consideration, the most important to us seems to be the
ability to identify areas in the document where an author defends her position
and relates it (through praise or criticism) to the literature [10]. What is asked
of analysts here is eventually to interpret a document. And interpreting a docu-
ment also means positioning oneself (by agreeing or disagreeing) with respect to
the research carried out and presented in the document, positioning oneself with
respect to the arguments being proposed by the authors to defend themselves,
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Fig. 2. ClaimSpotter architecture

and positioning oneself with the citations being made and their underlying mo-
tivation [11].

We are proposing a recommending approach (similar to the one described in
[12]), named ClaimSpotter, based on the recommendation of different compo-
nents grabbed from the original text and from the ScholOnto repository, leaving
it to the analyst to decide whether to use them or not. It is our belief (a belief
which has been supported by the observation study) that the ability to identify
and recommend such elements from the text would help analysts get sense out
of the document.

3.2 Recommendors

The first element of the ClaimSpotter architecture is a set of recommendors. We
have developed preliminary versions of components to extract the previously
mentioned elements from the documents, like references signals or sentences de-
scribing the work carried out by the authors. We should stress here that we were
not initially interested in the development of up-to-date components; rather,
we have developed an architecture for these elements based on a shared XML
formalism, which allows them to communicate in a standardized way. More im-
portantly, we should be able to plug into the system more robust and up-to-date
components. Figure 2 presents the way these components are organized.

In the following paragraphs, we will describe the initial recommendation
components (or plug-ins) we have developed so far.

Defined concepts and claims. Once an annotation is stored in a repository, it
becomes an additional source of information for a new analyst. Therefore, we
start by extracting as much relevant information as possible from the repository
of annotations, including: (i) previously encoded (in any document) concepts
matched in the contents of the current document; (ii) concepts defined by fellow



analysts for the current document, and (iii) claims defined over the current
document (i.e., the claims for which the current document was used as backing).
We also fetch concepts and claims made by each of the document’s authors, over
the whole repository.

Candidate concepts and claims. Going back to the document itself, we identify
elements from its contents, which, once again, might be used as an object in
a claim. We look at elements like acronyms, proper nouns and frequent noun
groups. They are presented by order of frequency.

Because our discourse ontology has natural language labels (uses, applies. .. ),
which can be changed to fit the dialect of the domain, we also implement a
complementary approach, based on the identifications of areas where these labels
appear, augmented with some selected synonyms from the WordNet resource
[13]. The ability to recommend a sentence like “Latent Semantic Analysis as
well as (...) are applied for semantic data analysis (...).” (taken from our
test document [9]) is potentially very interesting. This should give us a first
indication of the particular locations in the document where the author defends
her argument. If the analyst shares the point of view of the author, further
processing is made on such sentences in order to generate candidate claims like
<semantic data analysis, uses/applies, LSA>.

Cited documents. We are also providing a first look at citation contextual pars-
ing, to try to get some insight on the reason motivating each citation. Citation
signals (identified manually) are extracted from the text with their context (a
couple of sentences before and after the occurrence of the citation). We perform
a basic parse of this contextual information (by looking for typical expressions)
to guess whether the citation was being supportive or unsupportive. We present
these cited documents with their concepts and claims.

Related documents. Additionally, we look at related documents: we extend the
notion of relationship between two documents [14], by looking at documents
which are related through a claim (in other words, the ones for which at least one
analyst has seen a connection). For instance, in figure 1, although documents [4]
and [3] are not in a cite/cited relationship, one analyst has related them through
a claim. Once such documents are identified, we also fetch their concepts and
claims and include them for consideration.

Important areas. We have implemented a simple approach to look at candidate
important areas (sentences or sets of sentences) in the document, importance
being merely defined here as a combination of the presence of title, abstract and
header words in a passage.

Rhetorical parsing The experiment showed the importance of identifying areas
containing a description of the author’s work. A particularly efficient approach
to identify areas where an author defends her position is found in Teufel and



Category |Confidence
The paper introduces an approach. .. OWN 0.97
Latent Semantic Analysis. . . BACKGROUND 0.67
A modified Boltzman. .. BACKGROUND 0.58
The approach was implemented. . . OWN 0.61

Table 2. Output from the rhetorical parser with the abstract section of our test docu-
ment [9]. Each sentence is associated with its most likely category. The column on the
far right displays the classifier’s confidence in the prediction (from 0 (uncertainty) to
1 (certainty)).

Moens’ summarizing system [15]. The role played by each sentence (e.g. intro-
ducing the authors’ work, providing background information, or supporting a
cited work) is guessed from a number of annotated examples described in terms
of an exhaustive range of features including, among many others, the contents
of the sentence (presence of meta-discourse constructs [16] or linguistic cues like
adverbs and citation signals [10]) and its position in the document.

We experimented with this idea by developing a rhetorical parsing approach,
once again to see how it would work. We have focused on a three-category
scheme, dealing only with the notion of scientific attribution [17]. We are in-
terested in the sentences describing the research work being carried out by the
author (OWN), the work being attributed to external (to the document) authors
(OTHER), and the work (or ideas, assumptions, hypotheses, ...) attributed to
a research community in general (i.e., where no explicit mention of a person’s
name is given) (BACKGROUND).

We trained a naive Bayes classifier with a limited corpus of 230 sentences
for the OWN category, 135 sentences for the OTHER category, and 244 sentences
for the BACKGROUND category, and a features set composed of the words of
each sentence. We nevertheless got some interesting results from the classifier.
Table 2 gives an example of rhetorical filtering output. The first sentence, which
was heavily used as a basis for annotation in our experiment (cf. table 1) could
be lifted up (because of its guessed rhetorical role) and proposed for further
consideration.

We also got additional insight in the classifier by looking at its most signifi-
cant terms (id est, the terms which contribute the most to the decision to put a
sentence in one category rather than another). We selected the 10 most relevant
terms of the classifier, using a x2-based filtering computation [18]. Although
there was some noise (provided mostly by domain-dependent words, resulting
from our annotation corpus), some of the results were rather interesting: the
most significant terms for the OWN category included we, section, paper, our,
this and describe; while the terms for the OTHER category were including [ci-
tation] (a generic expression for each citation in the training documents) and
his. We can then see that many terms can be used to infer the role played by
a sentence, some of them being already captured by the relations labels of the



ontology, and some of them having been guessed from our annotated training
instances.

3.3 Interface

The second element of our approach is to help analysts put their own sense in
documents, which we achieved through the realisation of several input interfaces.
We have for instance generated an output filter for the recommendors which
allow their integration in ClaiMapper [6], a graphical interface that partially
realises the notion of claim space presented earlier (cf. figure 1) and allowing the
creation of nodes and their connection into claims.

The ClaimSpotter annotation interface (cf. figure 3) basically acts as a docu-
ment reader [19] [20], but also allow analysts to access the recommendations ‘in
situ’, through different highlighting options in the original text. It is also possible
to drag and drop elements from the text into the ‘notes panel’ on the right side
of the interface, allowing one to keep a trace of the elements of interest. Concepts
defined by fellow analysts over the current document can also be accessed and
reused; claims made by fellow analysts can be duplicated or debated through
the creation of additional claims too. Cited and related documents’ ScholOnto
information (concepts and claims) can be accessed too and imported into the
current document.

4 Evaluation

As we have just started our experimental validation, we will simply introduce the
course of actions we have taken so far, and present the aspects we want to focus
on. To summarise, we are interested in two main aspects: (i) the quality and
usefulness of the recommendations, and (ii) their presentation in an interface.

Assessing the recommendations’ relevance is going to be a highly subjective
matter. Were we interested in capturing a fact in a document, we could check
if the correct instance has been recognised, which is impossible here. Because
we cannot measure two seminal aspects of annotations, their stability and their
reproducibility [21], we have to fall back on some other aspects, like for instance
the usefulness of the tool. We could look at the number of claims submitted by
the analysts, and try to answer the following questions: do analysts make more
claims when presented with such recommendations? or does the presentation of
fellows’ claims give something for analysts to react against ? More interestingly,
we can also evaluate the intrinsic quality of the claims. If we assume that a
claim using a relation ‘is evidence for’ is stronger than another one using ‘is
about’ (because it bears more commitment for its author), we might want to see
how these relations are used over time, and if the presence of the recommended
information inspires confidence for the analyst and encourages her to believe
that she can make such claims herself. Table 3 lists a number of these aspects
that we have started to study.
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Fig. 3. ClaimSpotter’s annotation interface is used to interact with the output of the
different recommendors. The main screen separates the workspace into two main areas:
a document frame where the view can be customised through highlighting and /or hiding
some specific components; and a form frame on the right side where knowledge triples
can be created and finally submitted to the ScholOnto database.

We started with four analysts, and we should stress immediately that we will
not be able to derive any strong conclusions from such a limited sample, but the
goal of this section is rather to introduce the experimental process and state a
number of observations and comments we have made during the process. These
four people were given instructions about the task and the Scholarly Ontologies
project (two of them were novices, and the remaining two experienced users).
They were then asked, for a given paper, to spend a reasonable amount of time
annotating it, depending on how much they wanted to say about it. After this
time, they were provided with the output from the recommendors and left to
decide whether they would like to make changes and add any claims to their
interpretation.

To summarise these preliminary results, we could say that there were as many
stories as analysts, which is not surprising in itself. For instance, one of our expert
users made a lot of use of the recommendations provided, by doubling the number
of concepts (from 9 to 16) and claims (from 9 to 18) created. Also of interest was



impact of the recommendors

a) Do they help her understand what the document is about ?

b) Do they help her hold an internal model of the document and of its connections
to the literature ?

¢) Do they help her break her interpretation into ‘acceptable’ chunks of text and
relations and model it as a structured network of nodes and relations ? [5]

d) Does the presentation of fellow analysts’ claims help her overcome her concerns:
commitment, ‘what to use as a node 7’, ‘what did they say 7, ...

e) Do the recommendations give her additional ideas about the document (which
she might not have thought about), additional claims to express, or to counter-
argue about a particular point (claim) made by someone else ?

impact of the interface

f) Is the ability to browse the text, hide some of its components (sections), and
to show the recommendations in situation (through highlighting) helping ?
g) Are the recommendations easily available and accessible ?
h) Does their presentation make sense ?
Table 3. Evaluation dimensions for our ClaimSpotter interface and the recommendors

the nature of these newly created claims, 5 out of these 9 being claims about the
problem addressed in the document, highlighting maybe the potential usefulness
of the tool at spotting OWN statements during the rhetorical parsing step. Our
second analyst, who was also well acquainted with the approach, also added
concepts as a result of the recommendations being provided, and expressed how
some of the claims she had made had been found by the tool itself, helping her
to (partly) check her results. In that case, the ability to ‘understand’, as much
as possible, the author’s argument was useful, by helping the analyst position
herself with respect to that argument. Finally, our two novices also had different
experiences with the recommendations. One highlighted how it was helping him
to go beyond ‘simple’ claims like <this document, is about, X> and to be
able to formulate more in-depth claims. Our last analyst made only limited use
of the recommendations, as she was feeling more confident with the document
itself, and did not want to be influenced by external factors. Having been able
to provide some support (although not easily quantifiable) to three of our four
analysts gives us the motivation to perform a more thorough study, including
more detailed aspects such as the ones presented in table 3.

5 Related work

We are expecting these recommendations to support our ontology-supported
sense-making annotation process, which is at the boundary of two areas: (1)
sense-making approaches typically use free text to capture user stances (e.g.
[22]); whereas (2) ontology-supported annotation tools aim at capturing knowl-
edge which does not require interpretation and is not likely to be contested.
On the right side of this spectrum, ontology-based annotation tools like
CREAM [1] or MnM [23] rely on the presence of the knowledge to capture



directly in the document. We have seen that our task, on the contrary, would be
more complex, particularly because what we are trying to capture, what we want
to “remember, think, clarify and share” [24], will appear only implicitly. For that
reason, our approach has tried to build a bridge to assist the formalisation and
the population of the ontology as much as possible.

On the left side, the D3E environment, for instance, provides a publishing
framework for research papers that allows readers to comment on and to discuss
their contents [22]. These comments (and their author) are shown as a threaded
discussion, with the ability to initiate several discussions about particular points.
An optional categorisation of the nature of the comment can be provided, either
‘agreement’ or ‘disagreement’. Because ScholOnto is based on a formal structure,
it is believed that more uses (including intelligent services) could be made of the
annotations, admittedly at the cost of formalising this information. TRELLIS
is another system which adds formal structure to the semantic annotation by
linking statements drawn from web documents using a set of discourse, logical
and temporal connectives [25]. TRELLIS is designed to assist analysis of multiple
documents in a Web context, implying collaboration between multiple users.
However, Tim Chklovski et alii. have not reported the use of semantic relations
in automatic analysis of data.

We have proposed a bridge between these two worlds by developing and
proposing a set of recommendations. They are wrapped up in an approach to
assist the formalisation of one’s interpretation, which is inspired by the work
of Leake et alii [12]. This approach proposes methods to assist experts and
beginners alike in their task of building and extending a knowledge map by
adding concepts and connections (or propositions). Our work shares the same
goal, which is to support the construction of a knowledge map (an aspect which
is made more obvious when we are using the ClaiMapper interface [6]).

Turning to the recommendors we have implemented, we have already intro-
duced some of the work in rhetorically-directed parsing [10] [26] [15]. Another
of our recommendors is based on the parsing of citations. Much work has tried
to make use of citation context, for instance, to retrieve documents or to index
the contents of the cited document [27] [28]. Additional work has also tried to
understand the motivation underlying a citation, based on provided set of key-
words [26] [29], or on learned lists of contextual words [15]. We expect to bring
in some of these works into our architecture and build more and more interesting
recommendors.

6 Conclusion

We have presented in this article an approach to support the annotation of a
particular class of knowledge which does not necessarily imply a consensus on
its interpretation. We have focused on the field of scholarly debate and more
precisely on the Scholarly Ontologies project, where multiple and possibly con-
tradicting interpretations can be expressed as a set of knowledge constructs, or
claims. Although a claim is, by definition, a statement, and although it does re-



quire some elements over which we will not have any control, we have made the
hypothesis that the ability to get as much insight as possible into the author’s
argument would help. Thus we defined an experiment where the subjects were
explicitly asked to specify which parts of a document they were more likely to
use to answer four questions about the contributions and the connections of a
document. Initial conclusions on this experiment have allowed us to characterize
the range of elements in the text that these analysts were more likely to consider
as a basis to formulate their interpretation as a set of claims. Based on these ob-
servations, we hypothesized that a number of components (from claim elements
to relevant document areas) would help and we provided mechanisms to extract
them from the document, in an attempt to provide support to analysts.
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