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Abstract

This paper presents Nootropia, a self-organising infor-
mation agent, capable of evaluating documents according
to a user’s multiple and changing interests. In Nootropia,
a hierarchical term network that takes into account term
dependencies is used to represent a user’s multiple top-
ics of interest. Non-linear document evaluation is estab-
lished on that network based on a directed spreading ac-
tivation model. We then introduce a process for adjusting
the network in response to changes in user feedback. We ar-
gue that Nootropia exhibits self-organising characteristics,
which, as demonstrated experimentally, allow Nootropia to
adapt to a variety of simulated interest changes.

1. Introduction

In recent years, advances in digital media, network and
computing technologies have caused an exponential growth
of the digital information space that is accessible to individ-
uals. We are now faced with the cumbersome task of select-
ing out of this glut of accessible information, information
items that satisfy our interests, i.e. “relevant information”.
This is the problem that is usually referred to as “Informa-
tion Overload” [6].

The purpose of Personal Information Agents or Assis-
tants is to alleviate a user’s information overload. This typi-
cally involves a tailored representation of a user’s interests,
a user profile. The user profile is used to evaluate informa-
tion items (e.g. documents) according to the user’s inter-
ests and should be able to adapt to changes in them. Such
changes are caused by changes in the user’s environment
and knowledge. They are dynamic and can range from mod-
est, but potentially fast, short-term changes, to occasionally
radical, but more progressive, long-term changes.

In this paper we present Nootropia1, a self-organising in-

1 Greek word for: “an individual’s or a group’s particular way of think-
ing, someone’s characteristics of intellect and perception”

formation agent that can evaluate documents according to
a user’s changing interests. In Nootropia, the user profile
is a hierarchical term network, on which we establish non-
linear document evaluation (section 3). Adaptation is then
achieved through a self-organising process that allows the
profile to respond structurally to variations in feedback (sec-
tion 4). Initial experiments indicate Nootropia’s ability to
adapt to a variety of simulated interest changes (section 5).

2. Related Work

Personal information agents have been applied for the fil-
tering of netnews [22, 3, 7, 21, 20] and e-mails [24, 10], and
for autonomously searching the WWW [8, 12]. In all of the
above cases an agent has to be able to evaluate textual in-
formation according to a users changing interests. For that
purpose, models and techniques from the domains of Infor-
mation Retrieval (IR) and Adaptive Information Filtering
(AIF) are adopted.

The Vector Space Model (VSM) [17] is commonly used
for profile representation. The VSM ignores term depen-
dencies. It is for that reason linear and can only represent
a single topic of interest [14]. More than one single-topic
profile are required to represent a user’s multiple interests.
Based on user feedback, each profile is then adapted sepa-
rately, typically using linear learning algorithms like Roc-
chio’s [15]. These assume a steady change of interests, re-
flected by a constant learning coefficient [5, 18]. The learn-
ing coefficient is appropriately adjusted over time when re-
inforcement learning is used [19]. To account for the differ-
ence in the pace of short- and long-term changes, dual pro-
files with separate learning coefficients have also been sug-
gested [22, 2].

Inspired by biology, Genetic Algorithms (GAs) consti-
tute a different solution to profile adaptation. Typically a
population of profiles (or agents) is maintained that col-
lectively represent the user interests [20, 24, 8, 12, 1, 9].
The population evolves according to user feedback. Individ-
ual profiles that better represent the user interests dominate
over less successful profiles in the population. Furthermore,



in many cases, evolution of the population as a whole is
combined with learning at the individual profile level. Lin-
ear learning algorithms [20], Hebbian [1] and reinforcement
learning [9, 8] have been employed for that purpose. With
the hybridisation of GAs with learning, these systems tackle
the trade-off between fast, short-term changes and occasion-
ally radical, but progressive, long-term changes.

Finally, in contrast to the above systems, which em-
ploy profile representations that ignore term dependencies,
there are a couple of connectionist information agents that
take into account the lexical correlations between terms in
the same phrase. They use single-topic profiles, which are
adapted separately through linear learning of term and link
weights [21], or a combination of unconstrained and con-
strained Hebbian learning [7].

In summary, to evaluate documents according to a user’s
multiple and changing interests, existing information agents
are forced to use more than one profile. Based on user feed-
back each profile is then adapted separately using some
learning algorithm, or the profiles are adapted collectively
using GAs. Since multiple profiles have to be maintained
and adapted, these approaches, and especially GAs, are
computationally expensive [23]. Furthermore, they assume
that topics are unrelated and ignore any topic-subtopic re-
lation between them. Finally, they imply a large number
of parameters, like learning coefficients and relative impor-
tance weights, that require optimization which may have
to be performed separately for each individual user. To
our knowledge, no information agent exists that tackles the
above problem with a single profile.

3. Profile Representation and Document
Evaluation

In Nootropia, a user’s multiple interests are represented
with a hierarchical term network. Given a set of documents
about various topics that the user has specified as interest-
ing, the network is synthesised in three steps. Briefly (for
more details see [14]):

1. Informative terms are extracted from the interesting
documents using a term weighting method that we call
Relative Document Frequency (RelDF) [13]. Extracted
terms populate the profile.

2. Correlations between profile terms in the interesting
documents are identified within a sliding window of 10
contiguous terms. Two profile terms are linked if they
appear at least once within the window, i.e. within the
same context. A weight ���������
	����� is then assigned
to the link between two extracted terms � � and � � us-
ing equation 1. ��� ��� is the number of times � � and � �
appear within the window, ��� � and ��� � are the num-
ber of occurrences of � � and � � in the interesting doc-

uments and � is the average distance between the two
linked terms. Two extracted terms that appear next to
each other have a distance of 1, while if � words in-
tervene between them the distance is ���  . The result
of the first two steps is a flat network of terms (nodes)
and correlations (links) between them, similar to the
networks of language studied in [11].

3. Finally, we go a step further to order profile terms ac-
cording to decreasing weight. We impose on that sense
order on the relations between terms.

� ����� ��������
��� ��� ��� �

� 
� (1)

The above three steps synthesise out of a set of inter-
esting documents a cyclic term network that formulates a
separate hierarchy for each general topic discussed in the
documents. Figure 1(left) depicts a hypothetical network
constructed from a set of documents about two overlap-
ping topics. The two topics are reflected by two hierarchical
sub-networks that share a small number of common terms.
Each hierarchy can be identified by a term that is only con-
nected to terms with lower weights (fig. 1(left): terms T1
and T2). This kind of “dominant” term can be used to iden-
tify the profile’s “breadth”, i.e. the number of general topics
represented. A hierarchy’s “depth” on the other hand cor-
responds to the number of terms with decreasing weight
that are connected explicitly or implicitly to the dominant
term. A topic of interest discussed in the majority of the
user specified documents will be reflected by a hierarchy
with larger depth. A hierarchy’s depth is therefore a mea-
sure of a topic’s importance within the profile.

Document evaluation is formulated as a directed spread-
ing activation model. Given a document � , an initial en-
ergy of 1, is deposited with those profile terms that ap-
pear in � . In figure 1(right) activated terms are depicted by
shadowed nodes. Subsequently, energy is disseminated se-
quentially, starting from the activated term with the small-
est weight and moving up the weight order. If and only if,
an activated term � � is directly linked to another activated
term � � higher in the hierarchy, then an amount of energy ��� is disseminated by � � to � � through the corresponding
link.

 ��� is defined by equation 2, where
 "!� is � � ’s cur-

rent energy, � ��� is the weight of the link between � � and
� � , and #�$ is the set of activated terms higher in the hier-
archy that � � is linked to. The purpose of the normalization
parameter %'&)(+*-, �.� & is to ensure that a term does not dis-
seminate more than its current energy. The current energy of
term � � is

 /!� �  �0%213(+*-4  1 � , where #65 is the set of ac-
tivated terms lower in the hierarchy that � � is linked to. Af-
ter the end of the dissemination process the final energy of
a term � � is

 /7� �  /!��8 %'&)(+*-,  � & .
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Figure 1. Hierarchical Term Network: (left) deactivated, (right) activated

 ��� �
�� �  /!� � �.��� if % &�(+*-, �.� &�� 
 /!� � � � ���

% &)(+*-, � � &�� if % &�(+* , � � &��  (2)

Similarly to the complete non-activated profile, activated
profile terms define subhierarchies for each topic of interest
discussed in the document. The dominant terms �	�  , �
���
and �	�� can be defined as those activated terms that didn’t
disseminate any energy (fig. 1(right)). The number of domi-
nant terms measures the document’s breadth � , i.e. the num-
ber of topics discussed in the document. For each dominant
term the depth of the corresponding subhierarchy is equal
to the number of activated terms from which energy was re-
ceived. The document’s depth � can thereafter be approx-
imated as the number of activated terms that disseminated
energy. Obviously, �6� � ��� , where � is the total num-
ber of activated terms.

Based on the above spreading activation model we ex-
perimented with a variety of document evaluation func-
tions. Here we concentrate on the most successful of them.
More specifically a document’s relevance score ��� is cal-
culated using equation 3, where # is the set of activated
profile terms, ��� the number of terms in the document,
and � � is the weight of an activated term � � . The factor
����� �  � � � � � ��� � � favors documents with large depth and
small breadth.

� � � % � (+* � � �  /7�
����� � ��� � � ����� �  � � � �� � (3)

The above establish a non-linear document evaluation
function that takes into account the term correlations and
topic-subtopic relations that the hierarchical network repre-
sents. The total amount of energy that an activated subhier-
archy contributes to a document’s relevance, amounts to its
depth, and the weight of the terms and links involved. A
document’s relevance increases if it activates profile terms
that formulate connected subhierarchies with large depths,
and not isolated profile terms (e.g. term �
�� in figure 1

(right)). In this way, Nootropia has the ability to represent
multiple topics of interest with a single profile and evalu-
ate documents accordingly. Experiments have shown that it
outperforms a traditional linear approach to document eval-
uation when two topics of interest are represented by a sin-
gle profile [14].

4. Profile Adaptation

To adapt Nootropia’s multi-topic profile to a variety of
changes in a user’s interests, we introduce in this section a
process comprising five deterministic, but interwoven, steps
that collectively allow the profile to self-organise in re-
sponse to user feedback.

4.1. Step 1: Extract Informative Terms

The number of documents that received user feedback
may vary from one to many. Here we describe adaptation
based on one relevant or non-relevant documents, but the
process may be easily generalised to more than one docu-
ment. More specifically, the first of the five steps involves
the weighting and extraction of informative terms. Given a
feedback document � , after stop word removal and stem-
ming2, the online version of RelDF (equation 4) is applied
to weight each unique term � in the document. In equation 4,� is the number of documents in a general, baseline collec-
tion that contain � and � is the total number of documents
in that baseline collection.

To extract the most informative terms some threshold
is required. Here we experimented with a fixed threshold
equal to 0.3. An adjustable threshold is also possible. The
term extraction process results in a set of weighted terms,
some of which may already appear in the profile and some
may not. � �

�
�
!#"$ � � �$ � � 	 8 �� (4)

2 common feature dimensionality techniques



4.2. Step 2: Update Profile Term Weights

The second step of the process concentrates on those ex-
tracted terms that already appear in the profile. For each
such profile term � , an updated weight ���$ is calculated us-
ing equation 5. In the case of a relevant document � , ���$
is calculated by adding to the profile term’s weight � $ , its
weight � �$ in the document. In the case of a nonrelevant
document, � �$ is subtracted from � $ . The weight of pro-
file terms that don’t appear in the extracted set remains un-
changed ( � �$ � � $ ). No learning coefficient is used in any
of the cases.

� �$ � ���
�
� � $ � � �$ if � relevant� $ 8 � �$ if � nonrelevant� $ if � � �

(5)

Subsequently, in the case of a relevant document, we sum
up the additional weights that have been assigned to the pro-
file terms and then substract this sum evenly from all profile
terms. This process is expressed by equation 6, where ���
is the number of profile terms. The opposite takes place in
the case of a nonrelevant document. Therefore, given a pro-
file with a specific set of terms, this last process assures that
the overall weight of profile terms remains stable.

� � �$ � ���
�
� ���$ 8 % $ ( � � �$��� if � relevant

���$ � % $ ( � � �$��� if � nonrelevant
(6)

The net-effect of the above process is an appropriate re-
distribution of profile term weights that causes a change
in the hierarchy’s ordering. For example, profile terms that
have been extracted from a relevant document have their
weight reinforced while the weight of the rest of the pro-
file terms decreases. The reinforced terms climb higher in
the hierarchy, while the rest of the terms fall lower.

4.3. Step 3: Remove Incompetent Profile Terms

A side-effect of the decrease in the weight of some pro-
file terms, which is caused either implicitly in the case of
a relevant document, or explicitly in the case of a nonrele-
vant, is that some of them “run out of weight”. In our case
this means that the weight of some terms becomes less than
zero. In this third step, terms that run out of weight are
purged from the profile together with all of their links to
other terms. Therefore, terms that were mistakenly added to
the profile or have become incompetent due to the changes
in the user interests are removed from the profile. At the
same time we sum up the initial weight, i.e. the weight with
which a term had entered the profile (see next section), of

the purged profile terms (equation 7). The reason for this
will be explained in the next section.

	�
��������� � �$
purged

� ��� � $$ (7)

4.4. Step 4: Add New Terms

Having updated the weight of profile terms and removed
incompetent terms, at this step, those terms that have been
extracted from a relevant document � and do not already
appear in the profile are added to the profile. The initial
weight of each added term in the profile is equal to the
term’s weight in the document ( � ��� � $$ � � �$ ). With the
addition of each new term the weight of existing profile
terms is not altered and therefore the overall weight of pro-
file terms increases. The number of terms that are added
depends on the semantic novelty of the relevant document
in relation to what is being already represented. A docu-
ment about a topic that is not already covered by the profile
will contribute a lot of new terms and vice versa. We should
also stress, that the added terms do not replace terms that
have been purged in the previous step. The number of pro-
file terms is therefore not fixed, but rather changes dynami-
cally according to user feedback.

Finally, after the new profile terms are added, we sub-
stract evenly from all profile terms the sum of the initial
weights of those terms that have been purged in the previous
step, as expressed by equation 8, where ��� � is the number
of profile terms after the addition of new terms. Practically,
this is done to avoid the escalating of the overall weight of
profile terms due to the addition of new weight with every
new term. Its importance in terms of self-organisation how-
ever, is that it renders the profile open to the environment:
weight (energy) flows through the profile. The amount of
weight (energy) that every new term adds to the profile is
removed from the profile when and if the term is purged.

� � � �$ � � � �$ 8 	�
������������ (8)

4.5. Step 5: Reestablish Links

In this fifth final step we turn to link updating. For this
purpose we refer back to the second step of the profile gen-
eration process (sec. 3). We observe that the same link gen-
eration process that was applied to a set of interesting doc-
uments can also be applied in a per relevant document fash-
ion. All of the parameters of equation 1 can be updated on-
line for each relevant document � , using equations 9 to 11,
where ������� ��� is the aggregate distance between terms � � and
� � in the documents processed so far.
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Figure 2. The effect of adaptation on the profile

��� �� � ��� � � ��� �� (9)
��� ���� � ��� ��� � ��� ���� (10)

� ���� � ������� ����
��� ���� � ������� ��� � � � ��� ����

��� ���� (11)

So after adding the new terms, the relevant document is
processed using a window of size 10 to identify links be-
tween profile terms and update the above parameters using
the aforementioned equations. Once links have been estab-
lished and the parameters updated, the weight of new links
and the updated weight of existing links is calculated us-
ing the original equation 1 of section 3.

We should however note that it is practically inefficient
to maintain in memory and keep updating the involved pa-
rameters for all of the documents processed so far. Al-
though this has not been a problem for the experiments de-
scribed bellow, one can either use normalisation or main-
tain in memory the frequencies and aggregate distance for a
fixed number of the most recently processed documents.

4.6. Overview

These deterministic, interwoven, steps involve the
weighting and extraction of informative terms from a
feedback document, the updating of the weight of pro-
file terms, the removal of incompetent terms, the addition
of new terms and finally the identification and weight-
ing of links. Figures 2 depicts the overall effect in the case
of a profile about two topics of interest and a feedback doc-
ument about one of them. The process causes an in-
crease in the depth of the hierarchy corresponding to
the topic discussed in the feedback document and a de-
cline in the depth of the hierarchy corresponding to the
topic that did not receive positive feedback. The process en-
ables the profile to respond to feedback with structural
modifications, which of course affect document evalua-
tion.

We may now argue that Nootropia exhibits self-
organising characteristics. During the second half of

the 20th century various theoretical models were devel-
oped to account for self-organisation [4]. However, they all
share three common characteristics:

1. Their interconnectedness renders self-organising sys-
tems non-linear.

2. Self-organising systems are open systems—energy
and matter flow through the system—that oper-
ate far from equilibrium.

3. New structures and new modes of behavior are created
in the self-organisation process.

Indeed, in Nootropia a hierarchical network of terms is
used to establish non-linear evaluation of documents ac-
cording to a user’s multiple interests. During the above pro-
cess weight (energy) flows through the profile with the ad-
dition and removal of terms, causing constant structural
change. Nootropia is open to its environment, the user feed-
back, and operates far for equilibrium, never settling to a
stable state. As a result of this constant structural modifica-
tion new structures (hierarchies) and thus new modes of be-
haviour (document evaluation) are created. Nootropia com-
plies with all three characteristics of self-organisation. The
question that arises at this point is: can Nootropia adapt ef-
fectively through self-organisation to a variety of changes
in a user’s interests?

5. Experimental Evaluation

To answer the above question we present in this section
some first experiments using virtual users which produced
positive results. More specifically, we have established an
experimental methodology using a variation of the 10th
Text Retrieval Conference’s (TREC-2001) routing subtask3.
TREC-2001 adopts the Reuters Corpus Volume 1 (RCV1),
an archive of 806,791 English language news stories that
has recently been made freely available for research pur-
poses4. The stories have been manually categorised accord-

3 For more details see:
http://trec.nist.gov/data/t10 filtering/T10filter guide.htm

4 http://about.reuters.com/researchandstandards/
corpus/index.asp
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Table 1. Simulated interest changes

ing to topic, region, and industry sector [16]. The TREC-
2001 filtering track is based on 84 out of the 103 RCV1
topic categories. Furthermore, it divides RCV1 into 23,864
training stories and a test set comprising the rest of the sto-
ries

If we assume that changes in a user’s interests are re-
flected by variations in the distribution of feedback docu-
ments about different topics, then we may simulate interest
changes in the following way. Given the above classifica-
tion, a virtual user’s current interests may be defined as a
set of classification topics (e.g.

�
 �
�
� �
�
 ) [23]. A radi-

cal, long-term change of interest may then be simulated by
removing or adding a topic to this set. For example if the
user in no more interested in topic

�
 then we may de-

note such a change as

�
 �
�
� �
�
 �

�
 �
�
� . Similarly,

we present here results for three kinds of simulated inter-
est change and two topic combinations (table 1).

The first kind of interest change involves an initial in-
terest in two topics and then the emergence of a third topic
of interest. As already described in the example, in the sec-
ond case the user is no more interested in one of the initial
three topics. The third kind of interest change is similar to
the second with the difference that the user explicitly indi-
cates the change of interest through negative feedback (de-
noted with “ � ”).

For each of the above changes a profile is initially
adapted online according to the initial topics of inter-
est. For that purpose we use a set of documents compris-
ing the first 30 documents per topic in the training set.
These training documents are ordered according to pub-
lication date and therefore their distribution is not ho-
mogeneous, but rather reflects the temporal variations in
the publication date of documents about each topic. It re-
flects in that sense fast short-term changes in the virtual
user’s interests.

The same process is then followed using the first 30
training documents per topic in the set following the change
of interest. Training documents that correspond to negated
topics have been used as negative feedback. During this sec-
ond adaptation phase the profile is used every five training

documents to filter the complete test set. It is then evalu-
ated on the basis of an ordered list of the best 3000 scor-
ing documents, using the Average Uninterpolated Precision
(AUP) measure. The AUP is defined as the sum of the pre-
cision value–i.e. percentage of filtered documents that are
relevant–at each point in the list where a relevant document
appears, divided by the total number of relevant documents.
A separate AUP score was calculated for each topic.

Figures 3, 4 and 5 present the experimental results. Each
graph represents for each topic the fluctuation of AUP score
during the second adaptation phase. The AUP score of the
topic to be learned, forgotten or penalised through negative
feedback is depicted with a solid line while the rest of the
topics with dashed line. Whenever required a second Y-axis
has been used to account for large differences in the AUP
score of the involved topics.

In the case of an emerging new topic of interest, fig-
ure 3(a) indicates a relative increase in the AUP score of the
new topic R20. At the same time we may also observe sym-
metric fluctuations in the AUP for the existing two topics of
interest R6 and R21, which reflect the aforementioned vari-
ations in the distribution of the corresponding documents
in the training set. A more clear initial increase in the AUP
score of the new topic R58 is depicted by figure 3(b). The
subsequent drop corresponds to a drop in the density of rel-
evant documents in the training set.

When the virtual user looses interest in one of the initial
three topics, figure 4(a) reveals a drop in the AUP score of
topic R20. Symmetric fluctuation in the scores of the persis-
tent two topic R6 and R20 are again observed. The drop in
the score of topic R58 is also obvious (fig. 4(b)). It is accom-
panied by an increase in the score for topic R79 which then
drops symmetrically to an increase in the score for topic
R41.

Finally, when the virtual user explicitly provides nega-
tive feedback on the no more interesting topic, figure 5(a)
indicates a drop in the score for topic R20, that is clearly
larger than in the case of figure 4(a). A similar observation
can be made for topic R58 in figure 5(b). The correspond-
ing line exhibits a steeper drop. Symmetric fluctuation in
the score of the persistent topics are again apparent in both
cases.

In summary, the above experimental results indi-
cate Nootropia’s ability to adapt in respond to variations in
a stream of feedback documents. Through self-organisation,
Nootropia appears to be able to learn an emerging topic of
interest (fig. 3) and forget a topic that is no longer interest-
ing (figures 4 and 5). In addition to these radical long-term
changes, the results show that Nootropia can quickly re-
flect fast short-term variations in user interests. There-
fore, both kinds of change are tackled with a single,
multi-topic profile.
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Figure 3. Learning a third topic of interest: a) � �  b) � � �
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6. Summary and Future Research

We have presented Nootropia, a self-organising infor-
mation agent, capable of evaluating documents according
a user’s multiple and changing interests. We employed a
hierarchical term network to represent more than one top-
ics of interest with a single profile and established on that
network non-linear document evaluation. We then intro-
duced a process that adjusts the profile structurally in re-
sponse to user feedback. The process renders Nootropia
open to its environment, causing it to operate far from equi-
librium. New hierarchies develop to reflect emerging top-
ics of interest and existing hierarchies that represent unex-
cited topics can disintegrate and be purged from the profile.
Such structural modifications affect document evaluation.
Arguably Nootropia exhibits the three basic characteristics
of self-organisation. Initial experiments show that through
self-organisation, Nootropia may successfully adapt to a va-
riety of interest changes. So instead of breaking the prob-
lem into multiple profiles and adaptation levels, we tackled
it with a single, multi-topic and self-organising profile.

We have not focused on a specific application area. We
are looking at applying Nootropia for various personalisa-
tion services, like the filtering of incoming documents, au-
tonomous search, expert finding and collaborative filtering.
We should also note at this point that although we concen-
trated on document evaluation, the same approach can in
principle be applied to other media like image and audio, for
which features can be automatically extracted. Such a re-
search direction would further increase Nootropia’s scope.
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