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ABSTRACT

Hypertext’s non-linearity has critical implications for scholarly discourse
and argumentation, where it is commonly considered important to control
the reader’s exposure to the line of reasoning in order to communicate
complex ideas and maximise rhetorical impact. Hypertext’s non-linearity
has been seen to threaten authors’ control over discourse order and the
coherence of their argumentative discourse.

Existing hypertext paradigms offer different solutions to the problem of
preserving user-defined navigation whilst maintaining coherence: page-
based hypertext relies on the expressiveness of linear associative writing;
semantic hypertext relies on the expressiveness of link taxonomies; spatial
hypertext relies on the expressiveness of hypertext’s visual features. This
research combines elements of these with new theoretical insights, to
investigate a fourth paradigm referred to as Cinematic Hypertext. The
problem of maintaining coherence is framed as the problem of representing
and communicating discourse form in ways inspired by the mechanisms
underpinning cinematographic languages for expressing coherently narrative
relations.

Cinematic hypertext requires the consistent and concurrent use of the
hypertext medium’s formal features, grounded in structuring principles, in
order to allow the emergence of a local language. For scholarly discourse, it
is proposed that relational primitives based on Cognitive Coherence
Relations (CCR) can be used as a structuring principle to define hypertext
links, while the graphic features of the medium can be used to render these
relational primitives. Relations between nodes are animated in principled
ways as they are navigated, shaping discourse structure.

This dissertation articulates the theoretical basis for cinematic hypertext,
proposes a prototype visual language to express a sub-set of CCR, provides
experimental evidence that the visual results are meaningful, and specifies
requirements for a cinematic hypertext environment.
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CHAPTER 1

COHESION AND COHERENCE IN HYPERTEXT ARGUMENTATION:

A PERSPECTIVE

1.1. The promise of a new medium

At the beginning of the 1940s, Vannevar Bush (Bush, 1945) envisioned a machine that

would be capable of working associatively like the human mind: large repositories of

information made of inter-connectable units, where materials would be easily

retrievable through logical and analogical associative trails laid down by end-users. The

Memex constituted the first conception of what, two decades later, Engelbart described

more systematically and first implemented in software (Engelbart, 1963), and, four

decades later, Nelson (1981; 1987) dubbed hypertext: a new form of electronic text,

structured as non-sequential writing, that allows the reader to go through it by choosing

different reading paths. Years later, Landow (1992), working from a literary

perspective, identified in the electronic hypertext the accomplishment of the

poststructuralist idea of the text as a non-centred network of interconnected nodes

(Barthes, 1960; Foucault, 1966), whose borders were permeable to other texts (Derrida,

1972). Hypertext, that is, appeared as a reification of the Derridian concept of

intertextuality implicit in all literature, while the largest hypertext of all, the World

Wide Web, seemed to best represent Barthes’ concept of textual network. Moreover, the

characteristics of the new interactive medium were to transform the idea of both the

reader and the writer.

The idea of a reader who is responsible for actualising his own text, finding his own

closures, seemed to represent perfectly an emerging poststructuralist culture. In the post

structuralist view, the subject’s ability to know reality is partial, bound to his cultural

context, but at the same time it is in the subject (or reader)’s interpretative act that the

reality (or text) finds any possible sense, unification and closure. Reality itself is

unstructured and fragmented, and it is only from a specific perspective and through the

individual experience, as decentred and limited as it is, that the connection between

these fragments becomes meaningful and takes shape. So, if on the one hand, the reader

loses the possibility of producing ‘the’ interpretation and finding ‘the’ sense of a text,

on the other hand, his interpretation is acknowledged almost as an act of creation that,
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through the individual reading experience, gives the text ‘a possible’ sense among the

multiplicity of all possible senses.

Hypertext seemed to be the perfect reification of this new conception of humans and the

cultural ‘texts’ that they write and read. As a new technology, it was promising to

change the way in which for centuries we have been writing and reading, engaging with

text, learning and even thinking, since the invention of Gutenberg’s movable type

(Kaplan, 1995).

Certainly, hypertext fiction authors like Michael Joyce finally have a medium to

accomplish what many previous and contemporary writers had tried to achieve on

paper.1 Writers like Marcel Proust, James Joyce (Tolva, 1996; Theall, 2000),

Marguerite Duras, Alain Robbe-Grillet or Claude Simon (Genin, 1998), had gradually

adopted narrative structures whose linearity and space-time continuity were

diminishing, and whose closure-less scenarios and situations would often evolve

paratactically2 through the juxtaposition or repetition of fragments open to multiple

connections. But while in the linear medium available to these writers the increasing

disarticulation of the narrative structure of their paper-based works was making them

more and more difficult to read, hypertext authors could rely on a medium whose

technical non-linearity and interactivity fully supported and valued the disarticulation

and fragmentation of the narrative structure, as well as the multiplication of reading

paths.

Hypertext has opened new horizons also in the world of non-fictional text.

Encyclopaedic works - for instance Encarta3 or Electronic Encyclopedia4 - constitute

hypermedia networks to be explored according to the paths of one’s learning interests

and needs. The rigid alphabetical order characterising traditional paper-based

encyclopaedias is no longer the predominant criterion to organise information. The

reader can more easily discover connections between things and build his own

knowledge network no longer just through his cognitive activity, but through his very

interaction with the system. Generally, hypertext seems to be changing people’s

approach and access to culture and cultural heritage.

                                                
1 Hypertext authors can be found on sites such as the Electronic Literature Organization
[www.eliterature.org] and Eastgate Publishing [www.eastgate.com ].

2 That is, where discourse parts (text spans or sections) are simply juxtaposed, without the use of
connective devices.

3 http://microsoft.com/products/encarta/products/encarta_ee.asp
4 http://www.columbia.edu/cu/cup/cee/cee.html
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Hypertext systems like D3E5, VKB (Shipman et al., 2001) and Tinderbox (Bernstein,

2003) are beginning to change the way scholars do research and collaborate, making

them both readers and writers, able not only to interactively navigate across information

networks created by their colleagues, but even to manipulate those networks and create

new ones of their own for others to navigate. With the advent of the Web, large scale

initiatives such as the Open Archives Initiative6 provide interoperable document

archives, and efforts such as the Open Citation Project7 and Citeseer8 that automatically

link inter-textual citations in electronic documents are establishing a new core

hypertext-navigational infrastructure for researchers to browse the literature.

Complementary to this are evolutions in the scholarly/scientific peer review process,

with electronic journals such as Informattica Online (Baptista and Machado, 1999),

(EJournal), the Journal of Interactive Media in Education (JIME) (Buckingham Shum

and Sumner, 2001), and the Journal of Digital Information JoDI9 providing

environments in which the individual author’s discourse can be very easily supported

(or challenged) and enriched through a network of argument, references and links to the

discourse and artifacts of the wider scholarly community – as an example of a

collaborative information space (Bannon and Bødker, 1991).

1.2. Argumentative discourse and hypertext

But how hypertextual are electronic journals and scholarly hypertexts in reality? Do

they actualise the idea of a network of discrete fragments multiply connected to one

another, where the reification of countless explorative paths is possible? In fact, the

structure of most electronic journals is not substantially different from the structure of

paper-based journals: they gather articles from different authors, and the articles are in

most cases organised as traditional papers, despite the presence of many links (JoDI) or

annotation mechanisms (JIME). In the few available examples of hypertext essays, like

Socrates in the Labyrinth (Kolb, 1995) or Writing Space (Bolter, 1991), where the

hypertext structure is substantial, the minimal text unit more often than not still tends to

be the equivalent of the paper page, with mostly referencing or elaborative links. In

other words, for the most part, scholarly hypertext seems to still follow the

                                                
5 http://d3e.sourceforge.net/
6 http://www.openarchives.org
7 http://opcit.eprints.org/
8 http://www.neci.nec.com/homepages/lawrence/citeseer.html
9 http://jodi.ecs.soton.ac.uk/
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papyrocentric paradigm (Harnad, 1991, 1997a, 1997b; Sumner and Buckingham Shum,

1998)10.

The reason is that scholarly journals and scholarly texts are grounded in various forms

of argumentation, and argumentation constitutes the one textual form and rhetorical

function in which linearity, continuity and centrality are not surrendered by the author

willingly, as in other genres of hypertext. As Carter observes (2000)11, informative

hypertexts – including technical documentation, encyclopaedias and educational

materials – developed rapidly, exploiting the access, navigation, search and retrieval

capabilities offered by the medium. Literary hypertext – including fiction, poetry and

pedagogy – thrived on the ambiguity and inherent non-linearity of new reader-oriented

narrative forms allowed by the medium. Expressive hypertext, which exploits the visual

brainstorming and chunking capabilities of the medium, is also gradually developing.

However, for persuasive hypertext, that is, argumentation, and in particular for its

scholarly form, the characteristics of the medium almost seem to constitute a challenge

to take on, rather than a resource from which to draw12.

This should not be surprising in one sense, if we look at the characteristics and

requirements of traditional argumentation. According to classical rhetoric, the aspects of

argumentation are:

1) inventio or enuresis, which concerns the choice of the contents, what examples or

evidence to bring in order to be persuasive; 2) dispositio or taxis, which concerns the

arrangements of the contents and envisages four parts: capitatio benevolentiae (an

opening that attracts the audience); narratio (the account of facts, which can start from

the beginning – ordo naturalis – or in medias res – ordo artificialis); confirmatio (the

account of the arguments);  peroratio (the conclusion and appeal to the audience); 3)

elocutio or lexis, which concerns the expression, the choice of the language and of the

figures to add ornament to the discourse; 4) and 5) memoria and actio, which concern

memorising and executing (in a theatrical sense).

                                                
10 Buckingham Shum (2003) shows how in fact already Nelson and Engelbart were particularly
concerned with the arguments in hypertext.
11 Here Carter cites Kinneavy’s definitions (1980).

12 Any new medium, in its early stages, encounters the inertia of people’s cultural and behavioural
models, which often blind them to the new possibilities introduced by it. If this has not been much the
case with informative, literary and expressive hypertext, it has been the case for argumentation. Even this
dissertation, based on Ph.D. research work that tries to explore the potentialities of a hypertext language
for argumentation, is presented on paper. This is partly due to academic regulations, but partly it is also
due to the challenges that writing a dissertation in hypertext would still present (Boese, 2000).
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Obviously, memoria and actio are not applicable to written argumentation13. However,

out of the other three aspects, the hypertext author only has full control on the inventio

and on the elocutio, not on the dispositio, which in fact represents a very important

aspect. Although argumentation theory has evolved, and new theories (as discussed

shortly) – such as Stasis Theory – de-emphasise the importance of discourse order in

relation to other aspects, several theoreticians do question the adequacy of hypertext to

mediate argument. Among them, Doug Brent:

“Hypertext has proven itself an excellent medium for information retrieval and is
rapidly catching on as a medium for fiction. However, there are relatively few
argumentative pieces that truly take advantage of the medium. This may be just a matter
of slow adoption, but it may also be that the medium itself just isn't very well adapted to
either reading or writing intellectual argument…The essence of rhetorical argument is
control--not intellectual tyranny but the ability to have a predictable effect. Even when
the goal is not to foist a point of view on another but simply to create an image of the
world as one sees it, the rhetor must be able to ration out the arguments she will make
in order to present that point of view. Points of view are expressed in chains of
argument in which ideas come first, second, third in order to achieve maximum
argumentative weight” (Brent, 1997).

According to a tradition that is as old as Plato’s writings, Brent distinguishes between

argumentative and exploratory rhetoric: the first being more reliant on a rigorous order,

the second being by definition characterised by some degree of fragmentation and

decentred-ness. For him, while hypertext lends itself to explorative rhetoric, the

interactive medium is not as well suited for argumentative rhetoric, unless it is to deny

its own mandate as hypertext.

David Kolb, a philosopher who has explored the use of hypertext for argumentation and

who has written philosophical works in hypertext, acknowledges the main objection to

the use of the interactive medium. In Socrates in the Labyrinth, he writes:

“The principal argument against nonlinear web writing in philosophy is
straightforward: philosophy necessarily involves argument, and argument necessarily
involves a beginning, a middle, and an end. Thus a truly philosophical text needs a line
[…] On this view, a philosophical argument (just as a mathematical proof) cannot be a
cloud of disjointed statements. Hence the philosophical line cannot be dissolved in the
way some have dreamed of dissolving the narrative line. And thus philosophical
hypertext will have to respect the line by making arguments the units of presentation,
and by maintaining an overall argumentative - hence linear - structure” (Kolb, 1995).

                                                
13 However, they are relevant in that they show how the presentation of an argument is important for its
effectiveness. Memorising the argument allows the speaker to present it in a seemingly spontaneous way,
as if thoughts were naturally coming to his mind, instead of having been searched and organised with the
purpose of persuading other people. Also, memorising allows the speaker to ‘dramatise’ his argument and
look for an emotional contact with the listener that goes beyond rationality, so that the listener ends up
adhering to the speaker’s vision, not only because the contents of the argument and its logic are good, but
also because its presentation is involving.
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On the same line speaks Charles Ess:

“[…] the modernist paradigm of an author who seeks to convey meaning - in part,
through logical and syntactical structures, including the linearity associated with print
media - cannot be easily abandoned by even the most ardent proponents of
poststructuralism and decentered hypertexts[…] My large point is that instead of
accepting the either/or between modernism and postmodernism enjoined upon us by
many postmodern enthusiasts - we as theorists, authors, and readers of hypertexts will
be better served by a theory of hypertext which explicitly acknowledges the role of both
paradigms” (Esss, 1996).

This concern is reflected in different proposals that tackle the issue of non-linearity, and

which seek to compensate for the lack of control on discourse order. Accordingly, Kolb

describes different possible structures that could characterise argumentative

(“philosophical”) discourse in hypertext (Kolb, 1995), which characterise his own

work. These range from linear and compact structures, to more non-linear and

fragmented ones, seeking a balance between the paradigm of the closed line and the

paradigm of the open network through the combined use of referencing, outlines, maps

and explorative presentation with structured paths. Later on, in an essay on scholarly

hypertext, Kolb (1997) proposed the concept of “hypertext regions” as complex

semantic units in which the argument is structured within a single node whose

connections to the surrounding nodes should reflect its internal structure. This technique

is also described by Carter (2000), as one of the possible strategies to maintain the

compactness and the order of argument in hypertext: he describes the use of overview

nodes within which arguments are laid out linearly to be supported, elaborated and

expanded by other nodes. This way the author can be sure that the reader will become

aware of all the essential elements of the arguments and in the right order.

According to Stasis Theory, however, in a well-formed argument, the presence of the

right elements is more important than their order of presentation. Carter proposes that, if

order does not matter, then the linearity of the hypertext, and its implicit temporality,

can be ‘spatialised’, and since hypertext is essentially a spatial medium (Tolva, 1996),

these spatial dimensions provide important and reliable principles of discourse

organisation. Carter continues “In hypertext rhetorical ‘moves’ are not just figurative

but literal, at least at a cognitive level”, arguing that navigational, and in general,

spatial metaphors are particularly effective to describe the structure of discourse.

Landow has emphasised how concepts like departure, arrival, path, network, etc., refer

to a real practice and describe the activity of reading itself (Landow, 1991). Similarly,

among the techniques to structure argument in hypertext, Carter, like Kolb, mentions

the use of maps, schemas and outlines to help the reader understand and explore the
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topographic space that he is navigating (Bolter, 1991), to let him see what is where and

how to reach it. However, while this spatialisation accounts for the representation of the

argument’s logical structure, it does not account for effects that order and temporality

achieve in traditional argument. Furthermore, it leaves open the possibility that the

reader may still decide not to visit certain nodes that the author considers critical to

getting his point across, which may be an unacceptable risk for the author.

In a more linear approach, then, Carter mentions the use of a technique that exploits the

effects of Primacy (people tend to remember better the piece of information that they

have come across first) and Recency (people tend to remember the piece of information

that they came across most recently). Unlike Stasis Theory and spatial approaches, this

technique (well validated in cognitive psychology experiments) depends for its success

on the order in which the reader will come across nodes. Another approach to the

problem from the same perspective is the use of structural patterns. For instance, in the

nine navigational patterns proposed by Bernstein for fictional hypertext, and for

hypertext in general (Bernstein, 1998), links are arranged in such a manner that the

reader is led down predefined paths from a starting point to a point of arrival – in effect,

hypertext tours or paths that temporarily remove from the user the possibility of

exploration (Hammond and Allison, 1987, Trigg, 1988). Within a single hypertext the

reader can move through various, but predefined, series of nodes constituting

navigational patterns. Bernstein’s strategy is not to offer the reader a global view of the

navigational space and to make sure that all the required elements of the argument are

there, nor to centralise the argument in an overview node. Rather, his suggestion is to

carefully design (and constrain) the hypertext navigation, imposing on it some kind of

order. And again, the idea of linearity comes back into the picture – a return to route

level navigation, rather than map level (Shum, 1990).

But whether it is through overview nodes, spatialisation metaphors, or navigational

patterns, the final aim of these strategies is to return to the author’s hands as much

control as possible on the way their discourse comes across, on the way it takes shape

before the reader’s eyes, and ultimately on the way it coheres in the reader’s mind.

1.3. Order, cohesion and coherence in argumentative hypertext

To summarise so far, hypertext’s non-linearity and the lack of univocal order in

discourse deriving from it, creates the crucial problem of discourse coherence, which

concerns the expressive capabilities of the medium, and constitutes a major challenge
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for argumentative hypertext. The problem of coherence is relevant to hypertext

discourse in general (Slatin, 1991), but it concerns hypertext argumentation in

particular, precisely because argumentative discourse traditionally relies so much on the

order of discourse parts, the uncontrollable and unpredictable multiplication of reading

journeys around an argument affects its coherence, and its strength.

In cognitive terms, coherence is a characteristic of the mental representation that the

reader constructs during the process of text interpretation14. Text comprehension

depends on the reader’s ability to construct a coherent representation of what (he thinks

that) the text is conveying, and to do so the reader needs to be able to identify the

conceptual relations (he thinks to be) holding between the set of discourse elements

(whether these are sentences, paragraphs or entire text sections). Conceptual relations

are primarily identified based on the content of the related discourse elements, but in

linear discourse their identification is facilitated by connectives (explicit relational and

referential phrases), which mark the conceptual content of the relation (e.g. despite the

fact that, in order to, because). These connectives constitute an important element of

discourse cohesion, but they can only be used when, as in linear text, discourse units are

arranged in a predefined sequence, that is, in a univocal order. In hypertext, however,

the use of textual connectives between nodes is problematic, because the order of access

to hypertext nodes is not univocal: readers may or may not follow the links.

Furthermore, in linear discourse, whether it makes use of connectives or the

construction is paratactic15, the order in which discourse parts are presented constitutes

a fundamental principle of coherence in itself, because it determines a univocal

directionality upon the way discourse parts are related and interpreted, in the light of

what comes before and what comes afterwards. In hypertext, however, the author can

only partly control the order in which discourse parts will be accessed, and therefore he

cannot rely on this principle for his discourse to convey a coherent representation. More

precisely, he can only rely on order in a very local way: he can link a node to another

node. However, the possibility of establishing a global univocal order through ordered

extended structures is very limited in hypertext discourse16.

                                                
14 For clarity of argument, we anticipate here some of the concepts that will be more extensively explored
in chapter 2.
15 In paratactic construction, discourse parts are simply juxtaposed and the relation holding between them
is only established based on the text’s content.

16 Unless, of course, one resorts to constrained paths, but the more constrained is the order of navigation,
the less hypertextual is hypertext.
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In most informational hypertexts (encyclopaedias and other reference works), the lack

of control on order is not a problem because it is the reader who establishes relations

between nodes (discourse units) and constructs a discourse that coheres based on his

personal requirements. The responsibility over discourse coherence resides almost

entirely with the reader, whose interaction with the system aims at constructing his own

discourse based on what he wants or needs to know17. In literary hypertext, the

openness of the narrative order derived from the non-linearity of the medium creates an

opportunity to play with fragmentation and ambiguity. The reader is indeed expected to

interpret with a high degree of freedom the connections between the ‘chunks’ that the

hypertext writer makes available for him, ‘inventing’ within the gaps of the narrative’s

texture, as the writer intends that he will do. In literary hypertext, therefore, the

responsibility for discourse coherence is intentionally shared between the writer and the

reader18. The effort of wrestling with the structure is part of the aesthetic experience of

reading literary hypertext, which readers expect.

However, things are different with argumentation. If argumentation seeks to persuade

and to convince the reader of the validity of one’s idea (Carter, 2000), or to simply

create an image of the world as one sees it (Brent, 1997), then the main responsibility

over discourse coherence remains with the author - even if the author needs the

interpretative work of the reader for the shape of his vision to be recognised and for his

vision to come to life before the reader’s eyes19. To be able to fulfil that responsibility,

the author needs control over the structure of discourse, or at least he needs to be able to

shape his argument in a recognisable way. As we have seen, theoreticians like Kolb,

Bernstein and Carter have put forward a number of possible approaches to shaping

hypertext discourse that mediate between the open explorative network and the closed

argumentative line. In different ways, the paradigms adopted in hypertext systems

within hypertext research reflect this dialectic too, discussed next.

                                                
17 With information retrieval alone there are different problems, having more to do with the possibility of
finding information, and therefore entailing issues of ‘information management’, rather than issues of
discourse coherence.
18 This is an assumption on which the work of hypertext writers like Michael Joyce is based on (see
Walker, 1999).
19 See chapter 2.
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1.4. Representing coherence: structural paradigms in hypertext systems

Different hypertext systems, for individual or for collaborative authoring, express

different approaches to the task of the problem of coherence. What follows is a

description of the three most representative paradigms and of the principles on which

they are based: page-based hypertext, semantic hypertext and spatial hypertext.

1.4.1. “Page-based” hypertext

Historically, the first paradigm for hypertext, and still the most familiar and wide spread

amongst scholars, is the “page-based” one, which already characterised Engelbart

(1963) and Nelson’s (1987) conceptions and implementations and which returned to

dominate with the World Wide Web. In the html paradigm, the connectable object, the

hypertext node, is the page20, therefore the typical modality of visualisation is the page

by page presentation rather than the node network visualisation, even when a

navigational map of the site is provided somewhere. In general, as we will see, page-

based hypertext does have ways of signalling discourse structure, but the result is very

different to the discourse representation that takes shape in semantic networks and

spatial hypertext configurations discussed below. On the other hand, in this type of

hypertext, the connections between discourse parts are established between an element

(usually a text element - word or phrase) within the page and another page altogether.

That is, a new large discourse unit (i.e. the node) is opened up by a richly contextualised

semantic element, which gives semantic value to the connection itself, by triggering the

reader’s ‘semantic expectations’. As we will see, different forms of text can trigger

different expectations about the link’s target.

Another characteristic of page-based hypertext is that, being virtually endless pages, the

discourse units that the reader can go through without ever having to activate any links

may end up being very extended and articulated, structured just as paper based

documents are with titled sections and paragraphs, and even chapters. At the same time,

though, the medium supports connectivity at the finest granularity (individual

characters, if desired), without requiring any particular ‘structural’ discipline or

commitment to structure on the part of the author. That is, in theory, any single word of

a Web page can be turned into a link to any other Web page - whether the target page

contains one word or hundred thousand words - and the author does not need to commit

to, or provide, any semantic definition for any of the links, even though he may rely on

                                                
20 In fact, HTML derives from SGML, a mark-up language for traditional documents.
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the expectations of the reader. For instance, if I come across a Web page in which the

work of a scientist is discussed and I see that the names of other scientists who are said

to have influenced his work are active links, I can reasonably expect that those links

will take me to a page containing more information about these other scientists: who

they are, what they have done, etc. (the conventionalised use of these ‘predictable’

connections is reported below).

Over time, Web designers have developed ways to differentiate for divers types of link,

which have become the object of investigation in the study of Web based discourse

structure (Moulthrop, 1992; Jackson, 1997; Haas and Grams, 1998; Nielsen, 1999; Carr

et al., 2000; Miles-Board et al., 2002). In a recent study, Miles-Board (2003) examined

the most representative Web and hypertext link taxonomies proposed over the years by

different authors, comparing the existing typologies with the results of a very extensive

investigation. His goal was to assess to what extent the Web shows signs of Associative

Writing, by which the author means hypertext connections that “interlink related

concepts from the domain semantics, expose argumentation structures, add glossary

functions or reveal instructional components” (Miles-Board, 2003a).

What Miles-Board considers Associative Writing takes place in what he calls the

content regions of the Web page, as opposed to the functional regions (a primary

distinction in his classification). Functional regions provide navigation links – such as

indexes, menus and navigation bars – exposing the primary structure of the site; they

are graphically connoted, strongly structured, and visually recognisable. However, as

Miles-Board observes, content regions, where the discourse’s structure is articulated

and proper Associative Writing reifies, remain largely unstructured and graphically

poorly connoted. It is based on the linguistic information gathered from the text, on his

conceptual categories and on his background knowledge that the reader can predict the

discourse connections established by the links. However, in these regions, the

discourse’s structure as a whole is difficult to perceive, the system has no model to

connote the role that each discourse part plays in it.

From the point of view of scholarly hypertext, if we look at the web pages of single

scholarly works, their main structure tends to follow the traditional paradigm of

linearity. In fact, Associative Writing – which especially characterises Web based

scholarly work – is performed through four types of links: structure links target figures

and different document sections; citation links target full citation details; reference links

target pages containing further information about something mentioned in the source
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page; glossary links target kinds of dictionary definitions. None of these plays a role in

the structure of the argumentative unit, that is, in contrast to semantic hypertext, these

links are not of the explicit type argument, rationale, evidence, and so on. Among them,

the link type that seems to have more associative potential is reference, and Miles-

Board points out a Web example that makes a quite advanced use of it: the Astronomy

Picture of the Day. This NASA site provides a daily abstract, which is expanded

through links that target background and elaboration information to the main content,

which in fact seems to reify the approach to hypertext described by Kolb (1997) and

Carter (2000), as a way of maintaining the compactness of an hypertext argument in the

interactive medium.

1.4.2. Semantic Hypertext

Another paradigm of discourse in hypertext, and approach to representing discourse

coherence, is exemplified by semantic hypertext systems. Early examples (reviewed by

Buckingham Shum and Hammond, 1994) included NoteCards (Halasz et al., 1987),

gIBIS (Coklin et Begeman, 1988), SEPIA (Streitz et al., 1992) and Aquanet (Marshall

et al., 1991), while current examples include Storyspace (url), Compendium (Selvin et

al., 2001) and ClaiMaker (Li et al., 2002; Buckingham Shum et al., 2003). In these

systems21, grounded in the research traditions of knowledge representation and less

formal concept mapping, hypertext nodes constitute instances of object classes and

subclasses, depending on the node’s content or function. Like ontological entities in

knowledge modelling (Gruber, 1993), these classes are defined by specific properties as

well as by properties inherited from classes that are higher in the hierarchy. Hypertext

links become ontological relations between objects, and they are constrained by the

properties that define the object classes. The relation’s semantic content refers to the

rhetorical relation holding between the nodes, that is, it describes the rhetorical function

that one node has towards the other. The graphical result of a discourse modelling

session is a net-like view of text nodes and labelled links, where the text nodes may or

may not be characterised by additional visual features, such as icons, colours and fonts.

SEPIA’s construction kit, for instance, was designed precisely to tackle the problem of

discourse coherence in hyperdocuments. It provided the hypertext author with a

hierarchy of associated design object classes, defining nodes and links according to

their function within the hyperdocument. In addition, it provided the author with a link

                                                
21 An historical review of argument mapping systems is given by Buckingham Shum (2003), tracing their
lineage back to the hypertext pioneers Vannevar Bush and Doug Engelbart.
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taxonomy that allowed him to define the argumentative content of the relations

established between nodes: supports, contradicts, answers, justifies, criticises, rejects,

and so on. In the graphical representation of the hyperdocument network, these

definitions appeared as labels marking the arrows connecting the various nodes. Nodes,

in turn, were labelled with a short sentence referring to its content, and, depending on

how they were classified as hypertext objects, they were attributed different

representational features, for instance a different text box shape and a different spatial

position. Also, any of the nodes could be opened to gain access to its full textual

content. There were not, unfortunately, any user experience reports of SEPIA in real

use.

Slightly different was Aquanet, which was designed to support semiformal knowledge

structuring tasks in a collaborative environment. As with SEPIA, the knowledge

network that the system represented was made of basic objects and relational objects,

respectively corresponding to hypertext nodes and links. Aquanet objects were made of

a set of typed slots: in basic objects, all slot values had to be primitive data types (text,

images, strings, etc.), whereas in relations, the slots could have either primitive data

types or other Aquanet objects as values – and therefore they constituted structural

entities that connected other entities in the structure (Figure 1.1.).

Figure 1.1 – Screenshot from the knowledge structuring tool Aquanet (Marshall et al. 1991).

At the object level, basic object and relation types specified their own slots and

constrained their slot’s values; while at the structure level, different schemas defined
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different sets of allowable basic object and relation types, which could customise

knowledge structures depending on the specific task. The graphical representation of

these knowledge structures could make use of elements like lines, circles, squares, text

labels, background colours, etc. Two different types of layout were possible: a network

view and a spatial view; and both layouts allowed the user some degree of

manipulation. In the spatial layout, objects appeared as coloured text boxes of different

shapes, distributed in the working space and generating manipulable visual

configurations. We return to Aquanet shortly, when describing its transition into less

formal, spatial hypertext.

ClaiMaker (Li et al., 2002; Buckingham Shum et al., 2003) is a semantic hypertext

system designed to represent scholarly argumentation by allowing scholars to make

claims about the scientific material that they come across and use. The system allows

the user to associate concepts with documents and to make connections between those

concepts, which constitute linkable nodes. To link concepts, the user is provided with a

rich ontology of argumentative relations, consisting of basic categories, further

articulated in more specific ‘dialect’ links with ‘user friendly’ names22. For instance, the

category supports/challenges is articulated in links such as agrees with, disagrees with,

is consistent with, is evidence against, etc. The idea underlying ClaiMaker’s link

taxonomy is that all scholarly fields make use of the argumentative relations’ basic

categories, but that within those categories they end up using different relations,

constituting the argumentative ‘dialect’ of the field. On this basis, different

communities should also be allowed to adjust the set of relations within the basic

categories provided, according to their specific needs. Because ClaiMaker allows

different users to associate different concepts to any piece of literature, at any level of

granularity, what the system enables them to express are different interpretations and

perspectives that develop within the scientific community, grounded in the scholarly

literature available. The system can be used to work on digital libraries, generating from

them a semantic network in which their fragmented material can be meaningfully

connected (‘hypertextualised’) (Figure1.2.), also enabling a number of retrieval

services.

 At present, ClaiMaker is equipped to work mainly on text-based material, such as

scientific papers. However, semiotic-aware architectures have been developed that

enable one to handle multimedia material at different levels of signification (Nack and

                                                
22 See Chapter 3, § 3.1, and Table 3.3.
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Hardman, 2001). Such architectures can potentially be integrated with ClaiMaker to

enable it to represent argumentation in scientific fields such as cinematic theory. Other

architectures designed for adaptive and dynamic hypermedia presentations (Rutledge

and Hardman, 2000; Not and Zancanaro, 2000) can also potentially be integrated in a

system like ClaiMaker.

Figure 1.2 - Visualisation of literature mapping in ClaiMaker (Buckingham Shum et al., 2003).

1.4.3. Spatial Hypertext

A substantially different approach to the problem of coherence is represented by the

concept of Spatial Hypertext (Shipman and Marshall, 1999) as exemplified by systems

including VIKI (Marshall et al. 1994), HyperMap (Verhoeven and Warendorf, 1999),

VKB (Shipman et al., 2001), and most recently Tinderbox (Bernstein, 2003). The idea

of spatial hypertext was born from the experience of Aquanet itself and from other

similar experiences that the authors had with interactive computer systems (Marshall

and Rogers, 1992). They noticed that in the small-scale collaboration contexts in which

Aquanet was tested, instead of expressing the connections between different objects by

linking them through the use of relations, the users preferred to convey implicit

relational structures through the use of spatial layout. That is, it turned out that people

were at ease with categorising materials by grouping them, but rarely would they

commit to the explicit expression of more complex relationships between objects, since

this returned little extra value for the effort required. Instead, they made an individual
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and personalised use of spatial clues - like the object’s position and graphic features – to

establish implicit connections. Heuristic algorithms - developed after the analysis of the

kind of structures that people were building - could then be used to recognise the

resulting spatial structures, such as lists and piles of nodes (Marshall and Shipman,

1993).

Based on the visual/spatial metaphor for hypertext, VIKI was designed to support this

method of interacting with information and the “emergent qualities of structure”.

Through the direct manipulation of nodes, it enabled users to create and navigate around

objects and entire structures, while graphical features like colour, shape and border

width could be used to differentiate nodes (Figure 1.3.).

Figure 1.3 - Screenshot from VKB, a second generation tool of Spatial Hypertext
(Shipman et al., 2001).

As in Aquanet, objects were content holding entities, but were defined by slots that, in

contrast to Aquanet, could be created as the user encountered and incorporated

information that did not fit within the object’s existing slots. Objects could be part of

collections that could contain any number of objects in any spatial arrangement, and in

which hierarchical structures could gradually emerge. As in Aquanet, both objects and

collections could be instances of types, but in contrast, there were no inheritance

mechanisms, which would be incompatible with the notion of emergent structure.
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Composites consisted of combinations of two or more objects or collections arranged in

particular visual/spatial configurations. Patterns, such as vertical and horizontal lists of

objects, objects stacks and composites, were recognised by a spatial parser that assisted

the user in retrieval like functions to help consolidate emergent patterns as new,

formally recognised structures.

These characteristics made VIKI useful as a tool for the practice of information triage

for individual use – the interpretation process of sorting and organising materials to

meet the requirements of a task (Marshall and Shipman, 1997). However, implicit

spatial structures are problematic to understand and to work with when the user of these

structures and the person who authored them are not the same. To address this problem,

VKB, a second-generation spatial hypertext, provided new functions designed to

support collaborative work, as well as those tasks requiring the specification of links. In

VKB the graphical capabilities are greater than they are in its predecessor. Objects can

contain multimedia materials, as well as URLs, which can be opened by clicking on the

object’s border. VKB also provides a navigable history, which allows the user to

‘rewind’ and view the stages of any spatial structure. Three types of navigational links

are possible in the system: local, global and historical links. Local links connect an

object or a collection to another object, collection or location within a collection of the

same spatial hypertext. Global links connect an object within a spatial hypertext to

another spatial hypertext. Finally, historical links connect an object within the hypertext

to a point/stage in the history of the same hypertext - playing a contextualisation

function. However, there is as yet little or no evidence of long-term use or reuse, or

interpretation of existing spatial hypertext structures by new readers or authors –

implicit structuring remains the main goal of spatial hypertext.

1.5. Advantages and disadvantages of three different approaches

To summarise, as we have seen, page-based hypertext, semantic hypertext and spatial

hypertext are differentiated from one another by essential characteristics. Page-based

hypertext’s paradigm is the page-by-page presentation, in which structure is only

suggested in functional regions through the spatial and graphical characteristics of the

links, while in content regions links may be linguistically indicated or denoted, but do

not provide any information about the hypertext structure. Semantic hypertext can be

represented as a network of objects and connections, whose relations are defined and

whose structure appears very clearly articulated. Spatial hypertext can be visualised as a
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configuration of graphically connoted objects, between which relations must be inferred

using background knowledge not in the representation.

In page-based hypertext, even if linguistic signs suggest or even describe what the target

page will present, the semantics of the relation itself is never explicitly defined. In

semantic hypertext the relation between connected objects is always semantically

defined and very often known by the reader - and often labelled. In spatial hypertext

relations are implicit and no commitment to structure is required from the user. In page-

based hypertext, even if certain sites may be programmed so that more windows open

up at the same time, pages are not configured to work systematically in juxtaposition. In

semantic hypertext this may or may not be the case, but in any case the articulation of

nodes is visible on a map. In spatial hypertext the juxtaposition of individual objects in

the visual field is the main modality of information organisation.

Finally, in page-based hypertext, connections are established anchor-to-node, which

means that it is a specific and contextualised element of the source page to be linked to

the target page, and not the source page as a whole, which in turn has implications for

the specificity of the relation. In both semantic and spatial hypertext, connections are

established node-to-node, that is, nodes are connected to one another as a whole.

The characteristics of page-based hypertext offer scholars a number of advantages. First

of all, out of the three paradigms described above, this is the closest to the traditional

form of argumentative writing, which – as we have previously seen – is still very dear

to scholars. In contrast to traditional writing, Web based hypertext adds the potential for

great flexibility in mediating between linearity and connectivity, to reflect exactly the

“connective thinking” that characterises scholarly work. Moreover, creating links does

not necessarily require committing to any relational semantics, which may be

undesirable to some users. Linking and link representation conventions have instead

developed over time to give functional links semantic connotations, but they constitute

the only form of structure representation normally found in Web based hypertext.

These conventions provide little or no information about the discourse structure itself,

and we have seen how, in content regions, Associative Writing does not make use of

very structural connection types, whereas the structure that is exposed in functional

regions has more to do with the organization of the document’s material than with the

discourse structure itself. In other words, page-based hypertext constitutes a flexible

paradigm for discourse presentation, when the discourse’s development tends to be

linear. However this kind of hypertext does not effectively support the representation of
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non-linear discourse structures, that is, the Web does not yet offer tools to shape non-

linear argumentative discourse. One could argue that providing tools to shape non-linear

argumentative discourse is not needed, since the discourse’s structure ends up being

often linear any way, but if there were ways of structuring discourse in a recognisable

manner, then Web discourse structure could become less linear and more hypertextual.

If there were tools supporting hypertext discourse structuring on the Web, people would

gradually develop the literacy that they need to take advantage of the functionalities

offered by them, and of the potentiality of the Web’s associativeness23.

In this respect, semantic hypertext and spatial hypertext constitute more effective

paradigms, even though they are not yet as flexible and easy to work with as page-based

hypertext is. With respect to each other, however, they give very different answers to

the need for discourse shaping in a non-linear medium. They both tackle two

fundamental aspects of discourse representation: the expression of discourse

connections and the construction of global structure. But they do it in very different

ways: the former explicitly defines hypertext nodes connections as rhetorical relations,

while the latter uses visual and spatial clues to implicitly suggest the existence of

relations between nodes, with system support for incremental formalization towards

more explicitly semantic structures; the former represents the discourse process in terms

of ‘moves’ within an ontologically constrained network, while the latter supports the

representation of emerging structure through visual and spatial features – the emergent

design of the ontology.

Both approaches have advantages and disadvantages. The fact that in systems like

SEPIA, Aquanet and ClaiMaker the semantic content of relations is explicitly defined

and labelled, makes the relations themselves immediately intelligible, which ensures

that they will be interpreted in the way the author wants the reader to interpret them.

Moreover, the ontological definition of nodes and links as specific rhetorical relations

and objects allows the representation of the discourse structure as a network, where all

discourse components can be visualised all at once in an isomorphic configuration (or

filtered, searched and re-presented in different ways by the system, which has a

relatively fine-grained access to the ‘semantics’ of the structure). In this way the linear

order of the argument turns into a visible layout where everything is there for the reader

to see: through structure the author uncovers the process of his thinking; he displays his

                                                
23 We would like to suggest that the more links articulate the essential components of an argument, the
greater their associative strength – but this seems to be a direction in which scholarly Web based
hypertext still has to develop.
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logical thread openly and directly, without leaving any ambiguities to the reader’s

interpretation.

This approach certainly allows the author to achieve a very clear representation of his

argument, which helps the reader to construct a coherent mental representation of its

content (van Gelder, 2003). However, by making the structure of his discourse explicit,

the author does not necessarily bring the reader to embrace his ‘vision’. That is, when

discourse relations are outlined and explicitly defined, the reader gains access to the

argument’s structure all at once instead of just going through it step by step; he is

allowed to access any of its parts in no particular order instead of having to go through

its stages in a specific order. As we have seen, though, argumentation is based on the

possibility of regulating the delivery of discourse contents to minimise the impact on

the reader to lead him to the author’s perspective, and not to just acknowledge his

rationale. In traditional argumentation, that is, the author follows a gradual construction

process, taking the reader on a journey whose goal is the achievement of a vision. If

everything is explicitly structured and is made accessible in no particular order, such a

process tends to turn into an acknowledgment exercise instead, while the vision tends to

become a given rather than a goal24. As we have seen, Kolb (1995), Ess (1996) and

Brent (1997) underline the importance of delivering information in a certain order - and

not all at once – for the effectiveness of an argument, since the information that the

reader accesses first sets the ground to receive the information that comes next.

Similarly, in literature or in film, each paragraph or scene determines the way the next

paragraph or scene will be interpreted, according to narrative strategies whose function

is to lead the reader or viewer along a discovery path, to the final goal (Genette, 1972;

Gardies, 1984). All traditional forms of narrative rely on information delivery strategies

based on ‘dosing’ the amount of information that is made accessible at any given point,

                                                
24 It is true that in most hypertext systems, as content increases, it becomes impossible to present it all at
once and therefore it has to be presented gradually, with some sequentiality. However, unless the order of
presentation is predefined, it is much harder for the author to plan any journeys for the user. It is
analogous to when a visitor is provided a topographic map, where every bit if information concerning the
territory that he is about to explore is exactly codified through graphical signs and all the codification
keys are provided in the legend at the bottom.

This kind of representation contrasts with the node-by-node presentation provided on most of the Web, or
simply on paper. And in fact, Halasz defined systems such as gIBIS and NoteCards as systems where the
map level browser is the primary view and mode of interaction: “A second class of ‘navigational’
applications are the display-oriented representation tasks in which the network is centered around a single
display, usually a browser, used to represent a structure being designed or studied. The goal of these tasks
is to create and manipulate this display. In some sense, the network is secondary to the display and is used
only to create the structure to be displayed and to “hide” unimportant details. In these tasks, information
access occurs through the central display, with little direct card-to-card navigation.” (Halasz, 1987).
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in order to successfully reach that final goal. In this respect, argumentation has a lot in

common with narrative (literary or cinematic) text.

We would like to suggest that argument-modelling systems that make discourse

relations and/or structure explicit are more suitable in phases of analysis or retrieval

than in the phase of reading. They are very useful to represent an argument’s structure

for it to be understood as the result of an interpretation process that has already taken

place. However, when the semantic network is used to generate automatic presentations,

as in dynamic and adaptive hypermedia, the network’s structure tends to turn into a

linear or multi-linear sequence whose interactivity is limited on the basis of the

designer’s predefined criteria and whose underlying ontology cannot either be accessed

or manipulated. A hypertext system for argument presentation - that is, an environment

designed to assist the reading of hypertext arguments - could facilitate the

understanding of the argument’s content through shaping discourse relations and global

structure, without necessarily having to make them univocally explicit (initially, at

least)25. At the same time, though, whatever semantics and criteria were used to shape

discourse structure, these could become accessible at some point, to allow the reader to

take a step back, analyse what he has been reading, and maybe archive and reuse parts

of it (activities that require visibility and manipulability).

This is partly the stance taken by spatial hypertext, where relations between nodes are

marked - but not explicitly described - by spatial proximity and/or by visual features

such as colour, shape, size, etc. This way discourse relations and discourse global

structure are not put forward as a given, rather the reader is able to go through his own

interpretation process and make his own interpretative choices. The emergence and the

recognition of coherence is facilitated by a number of formal elements, however these

elements do not constitute formalities committing node relations and discourse structure

to any explicit semantics. That is, spatial distribution, colours, shapes, etc. provide a

sense of differentiation and structure (as sense of syntax) but do not have predetermined

meaning and can therefore be interpreted in different ways. At the same time, different

                                                
25 Natural language – which unlike other languages is the backbone of scholarly argumentation – provides
a good model for argumentation presentation in hypertext. In natural language, discourse relations are
marked by connectives, however normally they are not explicitly defined unless language is used in a
descriptive or in an analytic way. For instance, in the sentence “I went out with my umbrella because it
was raining”, the connection between the two discourse parts is established by the connective “because”,
which marks – but does not explicitly describe the content of – a causal relation. However, if I was to
analyse or describe the behaviour of the sentence’s subject, I could say that “the fact that it was raining
caused her to go out with her umbrella”. (In Chapter 2 we describe research on text coherence in detail).
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users are also allowed to manipulate the formal features of each node in the discourse

space.

This approach is particularly interesting in that it appeals to what characterises

hypertext as a visual and spatial medium (Tolva, 1996), relying on visual clues as

elements of discourse coherence, and therefore suggesting that hypertext could develop

some form of visual language to shape argumentative discourse. However, the problem

with this approach is that in the absence of predetermined semantics underlying the use

of spatial and visual features, or rigorous criteria regulating the use of such features,

their recurrence is not necessarily consistent. Visual shape is based on regularities and

regularities require consistency to emerge. In other words, without consistency there is

no language with which to shape discourse.

Another limitation of spatial hypertext for presenting arguments (or indeed any

information) is that visual features are attributed to nodes on the basis of their content,

and not on the basis of the role that nodes play as discourse elements. This aspect of

spatial hypertext fails to represent one of the main characteristics of hypertext

discourse: the multiplicity of roles that any one node plays within the whole of the

discourse structure. In this kind of hypertext, the visual characteristics of an object, as

well as its spatial position, tend to be defined as an ‘absolute’ (Rosenberg, 2002), which

does not take into account the fact that any object is always part of - and occupies a

position within - a context. This context is potentially determined by the set of the

object’s connections to other objects, and it is actualised by those connections, which

are activated during each reading journey. But in order to represent discourse units as

contextually grounded elements, rather than as absolutes, that is, in order to introduce

conditional behaviour (as Rosenberg calls it), spatial hypertext needs to be extended

with systematic presentation constraints, which would define a new intermediate form

of hypertext between the semantic and spatial paradigms.
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1.6. Towards a conception of ‘cinematic’ hypertext

Figure 1.4 – The three paradigms of hypertext to represent
coherence: page-based hypertext, semantic hypertext and
spatial hypertext. ‘Cinematic’ hypertext constitutes a fourth
way to express coherence in hypertext, a hybrid which
integrates characteristics of all the others.

Thus far, we have looked at the three most representative paradigms of hypertext and

have seen how, from the point of view of scholarly hypertext, all three are characterised

by interesting features. In this section we present Cinematic Hypertext, a fourth

paradigm which integrates the ones described above, and in which their most interesting

characteristics are combined to enable the implicit communication to readers of an

argument’s structure, based on principles that underpin cinematic language (Figure

1.4.). The objective is to achieve a definition of hypertext in which Associative Writing

could be supported by tools that allow authors to increase the associativeness of their

texts, in which the features of the medium could be more fully exploited and become

elements of signification, and in which the connection between discourse parts could be

expressed consistently but without requiring the author to commit to fine-grained

ontologies of the sort reviewed above.

As we have seen, page-based hypertext allows scholars to express connectivity in the

most natural way, simply linking an anchor within a page to another page. In this way,

the author can maintain the linearity of the discourse and, at the same time, create subtle

kinds of connections at the finest granularity if they wish. Authoring environments like

Storyspace allow the user to create and link nodes very easily, and even to make the

availability of links dependent on the user’s previous navigation, in the style of adaptive

hypertext. It also offers users the possibility of navigating or authoring at the level of

‘CINEMATIC’
HYPERTEXT

PAGE-BASED
HYPERTEXT

SEMANTIC
HYPERTEXT

SPATIAL
HYPERTEXT
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the single page, as well as at the level of the hypertext map. However, the hypertext

map in Storyspace does not enable the author to express anything about the structure of

the discourse, in the transitions between nodes at the moment of navigation. In other

words, the system does not offer a language for associative writing, nor does it offer the

author the possibility of forging one of his own.

Interestingly enough, an old system like Hypercard26 offered a wide range of features

that could be used to connote the transitions between nodes. Although this characteristic

was not retained in the general development of hypertext authoring tools27. However,

formal features in themselves do not constitute a language: if, together with the formal

features, no criteria are offered to support their consistent and congruent use, at best

they will only work as decorative elements, and at the worst they will generate

disorientation and confusion (like unprincipled use of fonts). Eventually they will be

eliminated from the system and the users will not even notice or will be relieved.

As we have seen, the approach taken by semantic hypertext is the opposite: structuring

criteria grounded in a formal ontology define hypertext connections explicitly and

unambiguously, making the use of extra features simply superfluous. And as we have

seen, the limitations of this approach for certain forms of sense-making analysis led to

spatial hypertext, to free users from the need to commit to those semantics. With

systems like VKB, spatial hypertext brings back the use of visual and spatial features as

an alternative to link taxonomies, exactly because visual and spatial features support the

expression of implicit relations and structure. However, we have also seen the

limitations of this approach and even the researchers who most strongly support the

cause of spatial hypertext are starting to realise that there could be another way.

Rosenberg, a strong advocate of implicit and emergent structure, has acknowledged that

spatial hypertext would benefit from the adoption of structuring and representational

rules. In his last essay on this subject, he recognises: “it seems wrong to ‘prohibit’ agent

rules from spatial hypertext due to an ‘ideology’ of implicit structure” (Rosenberg,

2002). On the other hand, Rosenberg considers structuring rules even more committing

than explicit structure, which makes their adoption appear like a substantial deviation

from spatial hypertext’s original ‘vocation’ to support activities where the declaration of

explicit structure was intrusive. Clearly, when applying a structuring rule, one commits

                                                
26 http://www.wired.com/news/mac/0,2125,54365,00.html
27 We note with interest that some Web browsers are starting to offer page transition effects, such as
those described at PageResource.Com: http://pageresource.com/dhtml/jdex5.htm.
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to some representational modality28, but such rules become the ‘raw material’ with

which one works in creative design. It would be as though one claimed that observing

certain rules or codes in painting, dance, poetry, cinematography, etc., commits the

artist to any structure. In fact, these rules and codes are at the service of his very

expression; they simply make the creation of any complex and intelligible shape

possible.

In other words, rules support the emergence of structure, but do not determine its final

configuration, even though they obviously constrain it: it is the content of a work

session that produces the final configuration of any structure. Nor is it necessarily the

case that structuring rules make the resulting structure explicit, as opposed to implicit.

They make it recognisable as a result, but it is a presentational design decision as to

whether these rules are then made explicit to the end-user. That is, a structure emerging

from a spatial hypertext session that follows certain representational modalities can be

recognisable, and the reader may even be able to infer what it is meant to represent

(particularly if it matches a pattern that has come to serve as an agreed template)29.

However, for it to become explicit, the semantics codified by the rules must be

explicitly disclosed to the reader in the user interface, as happens in semantic hypertext

where relations are explicitly labelled through the use of natural language.

To summarise, it is true that rules that constrain the development of structure require a

certain measure of commitment from the writer: without any constraints at all, a

medium can hardly convey intelligible shape and what it conveys ends up being

unreadable. The writer can of course bend or violate any conventional constraints and

create shape, but without initial boundary lines, there is no space for creativity.

However, in the context of hypertextual argumentation there are ways in which the

commitment to structural constraints can be kept to a minimum.

1.6.1. Relational primitives

First of all, these rules could be set to express very general relationships, that is,

fundamental principles of discourse organisation that are as universal as possible, and

therefore shared by many forms of discourse. These relations could be applied at the

                                                
28 By representational modalities we refer to the formal features that could be used in hypertext systems
to represent hypertext discourse components like nodes and links: colour, shape, size, spatial distribution,
text format, etc. That is, we refer to the way the features that define the perceivable form of hypertext
objects can be used to represent the discourse that they convey.

29 In the analysis of cinematic language (Chapter 4) the establishing of local consistent visual devices
turns out to be a key principle, which underpins the notion of cinematic hypertext.
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content level (if referred to the relation holding between two nodes’ content - semantic)

and/or at a discourse level (if referring to the relation holding between two nodes’

rhetorical function - pragmatic). Rosenberg, for instance, indicates one of those

principles as the conjunction-disjunction dichotomy (2001), which he applies at a

discourse level. However, other principles can be identified as well, and indeed one

contribution of this thesis is to identify these.

1.6.2. Role-based rendering of nodes

Second, basing structure-conditioning rules on relational principles rather than on

taxonomical principles, that is, shaping discourse based on relations rather than based

on content, has the advantage that no nodes would be shaped once for all for what they

contain, but their appearance would change depending on how they are related to other

nodes. For instance, if the links along a certain path X are activated, and a particular

node A finds itself in a specific position along that path, it is interpreted in the light of

the nodes that come before it. It in turn conditions the interpretation of the nodes that

follow it. In other words, the node A plays a specific role within that specific path, and

it would be in playing that specific role that it would be attributed certain visual

features, according to predefined representational parameters. However, if the links

along a different path Y are activated, A finds itself in a specific position along another

specific path, where it plays another role, which would be represented by the attribution

of different visual features.

1.6.3. Temporality

The use of relational structuring principles has a third important consequence for spatial

hypertext. As Rosenberg points out, conditional rules introduce in spatial hypertext the

dimension of time, and therefore they reintroduce discourse order. That is, if I establish

a rule according to which an action applied to an object (node) has as a consequence the

modification of another object or even of a group of objects (a group of nodes), then I

have established a sequentiality and therefore a temporality, according to which the

discourse structure is going to be represented and/or modified.  In turn, temporality

opens the door to a development in the visual and spatial representation of objects, that

is, it sets the ground for the dynamic representation of objects: animation. In other

words, in order for the transformation operating on objects through conditional rules to

be represented, the visual features characterising the objects need to be transformable

themselves, so they become dynamic attributes. Such a change in spatial hypertext

would enrich its expressive capabilities to a much greater extent, responding to the
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potential affordances30 of the medium much more than it presently does, and it would

exploit more fully the technical characteristics of the medium. Finally, it would allow

hypertext authors to achieve a better representation of their discourse as a process rather

than as a structure.

* * *

In brief, the proposed approach to rendering could offer a number of advantages.

Discourse relations and structure would still be shaped through visual and spatial

features, so that they would still remain implicit for the reader to recognise and interpret

them. However structure would emerge based on relations rather than based on node

content, so that the multiplicity of roles played by hypertext nodes within the network

would be reflected in the formal changes that they would undergo during navigation.

The use of primitive discourse relations as structuring principles would require a

minimum commitment, while still leaving room for further and more specific

interpretation (both by the writer and the reader in turn). Discourse structure would not

end up being a global and static representation of the hypertext network31, rather it

would be represented as a dynamic entity activated locally by the reader’s interaction.

Finally, such dynamic representation could more fully take advantage of the visual and

spatial characteristics of the medium, increasing spatial hypertext’s ability to express

the discourse’s process32.

This kind of hypertext could be constructed in user-friendly authoring environments,

where writers could create their nodes and link them together as they are used to do,

with the difference that they could differentiate the links that they create through the use

of visual and spatial features whose consistent and congruent use would be supported,

and therefore easy to maintain. If the conditional rules that they are allowed to work

with are general enough and can even be broken when the author needs or wishes it,

                                                
30 Defined by Gibson in the field of psychology of perception (Gibson, 1977; 1979), the concept of
‘affordances’ refers to the opportunities for action that an object offers to a subject. Expressing the
relationship of the subject with the object, affordances are defined by the combination of the physical
characteristics and capabilities of the subject and the characteristics and capabilities of the object. For
psychological and cultural reasons, usually a subject only perceives a small part of all the possible
affordances offered by an object, which ends up restricting the subject’s action. The concept of
affordences has been adopted since by other research fields, included educational technology. See (Gaver,
1991; Laurillard et al., 2000).
31 Because any part of the network, any hypertext node, would be represented in relation to its immediate
neighbours and based on how (that is, from where) the reader encounters it.
32 Of course this kind of representation and presentation of argumentative hypertext content could be
complemented by the map-level representation and presentation that Halasz talks about (Halasz, 1987).
Such representation could be made accessible in ‘analysis’ mode, as opposed to ‘reading’ mode.
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they would not demand a commitment to any specific semantics, allowing writers to be

the creators not only of their hypertexts, but of the very languages in which they create

them.

Thus far, we have viewed the problem through the lens of hypertext system paradigms.

In the chapters that follow, theoretical and empirical research into diverse aspects of

coherence are reviewed and discussed, to then deepen the exploration of design issues.

This work is intended for hypertext readers and producers, as well as analysts, as it

proposes a way of thinking hypertext as a medium. The concept of cinematic hypertext

is here presented from its theoretical ground to a first set of design guidelines, to the

definition of a prototype language and its first evaluation. However, no system has been

constructed and hence is presented: the development of a cinematic hypertext editor will

be future work that can build on what has been done so far. Here our main goal was the

exploration and the proposal of a new approach to the electronic medium.

1.7. Overview of thesis chapters

Following the perspective introduced above, the next seven chapters of this dissertation

explore the different aspects involved in the conception of a hypertext environment

where the articulation of discourse structure would be regulated by basic relational

principles and discourse relations would be rendered by visual and spatial features,

exploiting more fully the inherent technical characteristics of the hypertext medium,

which - it is argued - shares much in common with cinema.

CHAPTER 2: HYPERTEXT COHERENCE AS TEXT COHERENCE

This chapter clarifies why the semiotic characteristics of natural language make it a very

effective medium for conveying complex, abstract thinking, such that written text ends

up constituting the backbone of scholarly hypertext argumentation, whether or not it is

complemented by other media such as graphics, photography, film, sound, etc. Moving

from this assumption, this chapter looks at the issue of discourse coherence in text,

approaching the problem from a cognitive perspective and exploring related theories.

These theories conceive text as a hierarchical structure made of spans whose content is

related through basic cognitive concepts. Whilst theoreticians have not agreed on a

specific set of relational concepts yet, nevertheless a number of fundamental relations -

such as causality or additiveness - are universally accounted for. In the chapter it is

proposed that these primitive relational concepts could be used in hypertext as
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principles of discourse articulation, that is, as principles to define representational

conditional rules.

CHAPTER 3: APPLYING DISCOURSE COHERENCE RELATIONS TO HYPERTEXT

Following the idea of using a particular approach called Cognitive Coherence Relations

(CCR) to define representational conditional rules in hypertext, this chapter tries to

account for argumentation link types in terms of cognitive coherence relations.

Examples of link taxonomies from two semantic hypertext argumentation systems are

analysed and mapped onto cognitive coherence relations, which brings interesting

insights into the way these taxonomies could be composed and organised, and

ultimately into the nature of the link types that they use. Subsequently, an example of a

scholarly hypertext is analysed and its links are described in terms of cognitive

coherence relations, whose application constitutes a CCR-based verification of the

author’s theoretical approach to structuring argument in hypertext.

CHAPTER 4: HYPERTEXT COHERENCE AS ‘CINEMATIC’ COHERENCE

In this chapter the use of visual and spatial features in hypertext discourse is discussed

from a cinematic perspective. Among the different theoretical frameworks that

throughout the years have been used to analyse the hypertext medium, it is proposed

that cinematic theory seems to best account for its linguistic potentialities. Therefore,

theoretical work relating the cinematic approach to hypertext is presented and, based on

the parallel between hypertext nodes and links on the one hand, and cinematic shots and

edits on the other, the connection between cinema and hypertext is analysed in detail.

Elements of cinematic theory are presented and a conventional set of cinematic

rhetorical patterns is described. Based on the connection between cinema and hypertext,

it is suggested that the way in which cinematic language rhetorical connections are

signalled provides insights into the way, in turn, that hypertext could use visual and

spatial features to mark discourse coherence relations and shape recognisable rhetorical

patterns.

CHAPTER 5: APPLYING DISCOURSE COHERENCE RELATIONS TO CINEMA

If coherence relations are a cognitive phenomenon, they should constitute a principle of

discourse coherence not just in text, but in other media too, at least in those in which

discourse is generated through the connection of discrete discourse units, as happens in

cinema. Moving from this assumption, in this chapter the same cinematic patterns

previously described are analysed in terms of cognitive coherence relations (mirroring

the analysis in chapter 3 with link taxonomies). Following this, two cinematic
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sequences are taken as examples to be analysed in terms of coherence relations,

interpreting the shot connections that the sequence’s visual elements lead the viewer to

make. The purpose of this exercise is to motivate the idea that hypertext discourse could

be shaped in the same way as cinematic discourse is shaped, because transitions in both

media can be expressed using coherence relations.

CHAPTER 6: VISUAL LANGUAGES TO RENDER COHERENCE RELATIONS

The previous chapters tackled the issue of coherence in text and in a visual medium

(cinema) that has many similarities to hypertext. In this chapter the connections

between text discourse processing and visual discourse processing are presented and

analysed. It is shown how certain principles of text cohesion have an equivalent in the

principles of visual cohesion long established by Gestalt Theory. Therefore, it should be

possible to ‘translate’ cohesive aspects or elements of textual coherence into graphic

terms. With the objective of producing in hypertext a cohesive visual representation of

coherence relations, this chapter also presents elements of semiology of graphics, which

are then subsequently applied to designing discourse relations in hypertext.

CHAPTER 7: RENDERING DISCOURSE RELATIONS WITH GRAPHICS AND ANIMATION

In this chapter the principles of visual perception and the variables of graphics

presented in the previous chapter guide the design process of rendering cognitive

coherence relational concepts through animated visualisations, for experimental

purposes. A set of eight more basic and commonly acknowledged relations is selected

to be graphically rendered, and its selection is motivated. The set comprises: causality,

conditionality, conjunctiveness, disjunctiveness, similarity, contrast, elaboration and

background relations. To render these relations, a minimum number of graphic

variables is used, in order to keep any visual ‘noise’ as low as possible and to enhance

the distinctiveness of the resulting representations: eight animated relational patterns.

CHAPTER 8: EVALUATING ‘CINEMATIC’ DISCOURSE RELATIONS: EMPIRICAL STUDY

This chapter describes and reports the results of the empirical study designed to

evaluate the expressiveness and effectiveness of the relational animated configurations

whose design process was presented in the previous chapter. The methodology followed

in the study, the experimental materials and the sample of the participants are presented,

and the results of the test are analysed - quantitatively and qualitatively - from different

perspectives. The limitations of the study are also discussed and possible improvements

for future tests are suggested. Overall the results appear to be quite promising and
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motivate the continuation of this kind of research with further theoretical investigation,

new empirical studies, and software support, described in the conclusive chapter.

CHAPTER 9: THE FORM OF COHERENCE IN HYPERTEXT DISCOURSE: A PROPOSAL

This final chapter retraces the steps that this dissertation has made towards the idea of

‘cinematic’ hypertext, and it summarises the contributions that this work brings to the

study of hypertext discourse and of the hypertext medium. It also discusses further steps

that could be taken, both in terms of theoretical and empirical work, to advance further

to the implementation of an environment for authoring. A functional specification is

proposed that describes how a ‘cinematic’ hypertext system could work, and following

that, how it could support the work of both scholars and students in the different

situations in which argumentation is involved. Finally, the journey concludes with a

reflection on the evolution of the language of visual media and on the possible evolution

of hypertext’s language.
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 Clara Mancini, 2003

CHAPTER 2

HYPERTEXT COHERENCE AS TEXT COHERENCE

This chapter clarifies why the semiotic characteristics of natural language
make it a very effective medium for conveying complex, abstract thinking,
such that written text ends up constituting the backbone of scholarly
hypertext argumentation, whether or not it is complemented by other media
such as graphics, photography, film, sound, etc. Moving from this
assumption, this chapter looks at the issue of discourse coherence in text,
approaching the problem from a cognitive perspective and exploring related
theories. These theories conceive text as a hierarchical structure made of
spans whose content is related through basic cognitive concepts. Whilst
theoreticians have not agreed on a specific set of relational concepts yet,
nevertheless a number of fundamental relations - such as causality or
additiveness - are universally accounted for. In the chapter it is proposed
that these primitive relational concepts could be used in hypertext as
principles of discourse articulation, that is, as principles to define
representational conditional rules.

2.1. Coherence and cohesion in text: definitions

The research and discussion on discourse coherence and cohesion has a long and well

established tradition as far as text is concerned, and over time the question been looked

at from various perspectives.  The notion of cohesion was first defined by Halliday and

Hasan’s Cohesion in English, back in 1976, and was accepted by the scientific

community on that common ground since. The notion of coherence, however, has

always been less defined and more controversial, and only in the two past decades has

this concept become the focus of linguists’ attention, pioneered by Fritz in 1982.

However, nowadays, there is still not a definition or a theory of coherence that is

generally accepted (Bublitz, 1999).

As previously anticipated1, from a cognitive perspective, text comprehension implies

the construction of a coherent mental representation of the conceptual content conveyed

by the text. The notion of coherence refers to the relationships between and among the

concepts that constitute this representation. These relationships are formally represented

by a number of linguistic indicators - like cue phrases and deictics2 - which determine

                     
1 See Chapter 1.
2 Deictics are those linguistic indicators that refer the enunciation act to a speaker subject, to the time and
place in which the enunciation act has taken place, and to the speaker’s interlocutors. They are pronouns,
and space-temporal elements.
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the cohesion of the text (Louwerse, 2001)3. While these indicators facilitate the

recognition of conceptual relationships and therefore the construction of a mental

representation, they do not generate coherence in themselves, and in fact the

construction of a coherent mental representation would be possible even in the absence

of any cohesion elements (Mann and Thompson, 1988; Sander et al., 1993; Knott and

Dale, 1994)4. That is, the absence of connectives in the text would not prevent the

construction of a coherent mental representation, if the content of the related spans

allows it.

To use Sanders and Spooren’s words (2001), a constituting characteristic of texts is that

they show connectedness, and coherence accounts for this connectedness, as a

characteristic of the mental representation rather than of the text itself. Texts can present

two types of coherence: referential, where discourse units are connected by reference to

the same entity, and relational, where discourse units are connected by logical relations.

Both referential and relational coherence are conveyed by linguistic indicators:

anaphoric devices5 indicate referential coherence, while connectives6 indicate relational

coherence. These indicators work as processing instructors (Givon, 1995) and evidence

of their cohesive function is provided by a number of cognitive experiments that

showed how the use of these indicators facilitates text processing (Sanders and

Noordman, 2000).

Bublitz (1999) stresses the fact that, in contrast to cohesion (formally expressed),

coherence is not given in a text independently from an interpretation and it is therefore

based on additional information provided by the linguistic context, the socio-cultural

environment, the interpreter’s encyclopaedic knowledge. Also, coherence is not a state,

but a process, in that it needs to be continuously checked against new information that

the interpreter might gain access to and that may make it necessary to adapt the mental

                     
3 For instance, the connective ‘because’ constitute a cohesive element between the text spans “I wore my
rain coat today” and “It was raining”.
4 If the text spans “I wore my rain coat today” and “It was raining” were simply juxtaposed in absence of
any connective, their juxtaposition still would make sense, that is, it would be possible to establish a
coherent connection between them, although establishing that connection would be facilitated by the
presence of a connective.
5 Anaphoric devices are linguistic elements that refer to something that has been already mentioned or
described in the text. They can be subjective pronouns, or space-temporal adverbs.
6 Whereas anaphoric devices refer a piece of text content to another piece of text content, connectives
connect two pieces of text content. They can be cue phrases like and, because, afterwards, if, etc. For
instance, in the sentence “Lisa took a shower, and then she went out”, the anaphoric device ‘she’ is used
to refer to Lisa without repeating her name, whereas the connective ‘and’ is used to relate to one another
the actions that Lisa made in a sequence.



Chapter 2

35

representation previously constructed. Finally, coherence is a cooperative achievement

as it depends on both the speaker/writer and the hearer/reader, and on their willingness

to negotiate coherence.

A last important aspect of cohesion and coherence is that they can be found at a local

level, between adjacent clauses, as well as a global level, between groups of clauses. As

we will see at the end of this chapter, this is very relevant to tackling the problem of

coherence and cohesion in hypertext, since the possibility of defining cohesion at a

global level constitutes the ground for the application of text coherence and cohesion

theories to the hypertext’s interactive network7.

2.2.  Different approaches to text coherence

As introduced above, the question of discourse coherence has been studied from

different perspectives and using different methods. Some studies are based on the

analysis of linguistic indicators, that is, cohesive devices (Halliday and Hasan, 1976;

Martin, 1992; Knott and Dale, 1994 – data driven, to use Louwerse’s words). Other

studies are based on the observation of underlying connective concepts, that is,

coherence relations (Hobbs, 1985; Mann and Thompson, 1988; Sanders et al., 1993 –

theory driven). In all of them, the study of discourse cohesion and coherence focuses on

the study of discourse relations.

2.2.1. Relations as hierarchic connectors

Mann and Thompson’s Rhetorical Structure Theory (RST) has been one of the most

cited and applied in the field of computational linguistics and natural language

generation. This is an analytical framework, applicable to written monologue, which

allows an analyst to describe rhetorical relations between text spans in functional terms,

and to identify the text’s hierarchical structure. Within this framework, that is, each span

of text is analysed in terms of the relation that it holds with other spans of text. Each

pair of related spans constitutes a schema, where one of the spans plays the role of the

nucleus and the other plays the role of the satellite. The structure of an entire text is

defined in terms of the composition of schemas applications, which implies not only

that relations can hold between sentences, but that the same relations can also hold

between larger segments of text (see Figure 2.1.).
                     
7 Because usually hypertext nodes are not made only by single text spans, but by whole paragraphs,
global coherence, that is, coherence between larger sections of text (like paragraphs), is particularly
relevant from the point of view of hypertext discourse coherence.
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The nucleus of a schema is the strongest term of the relation and it can stand alone,

whereas the satellite is strictly dependent on the nucleus. A relation is defined by four

parameters: constraints on the nucleus, constraints on the satellite, constraints on the

combination of nucleus and satellite, and effect (on the reader) of such combination. For

instance, the sentence “I work hard to buy a bigger house” is composed of the spans “I

work hard” and “to buy a bigger house”. The first span constitutes the nucleus and the

second span constitutes the satellite and between them, in RST terms, a purpose relation

holds. For this relation, the constraint on the nucleus is that it has to present an activity;

the constraint on the satellite is that it has to present an unrealised situation; the

constraint on the combination between nucleus and satellite is that the satellite has to

present a situation to be realised through the activity presented in the nucleus; finally,

the effect on the reader has to be that the reader recognises that the activity presented in

the nucleus is initiated in order to realise the situation presented in the satellite.

Figure 2.1. – The example above is the structural map of the following text according to Rhetorical
Structure Theory. Six relations are holding together the seven spans that make up the text,
connecting to each other either single clauses or larger sections.

From The Hartford Courant (http://www.sil.org/~mannb/rst/unlazy/framer.htm)

1) Farmington police had to help control traffic recently 2) when hundreds of people lined up to be
among the first applying for jobs at the yet-to-open Marriott Hotel. 3) The hotel's help-wanted
announcement - for 300 openings - was a rare opportunity for many unemployed. 4) The people
waiting in line carried a message, a refutation, of claims that the jobless could be employed if only they
showed enough moxie. 5) Every rule has exceptions, 6) but the tragic and too-common tableaux of
hundreds or even thousands of people snake-lining up for any task with a paycheck illustrates a lack of
jobs, 7) not laziness.



Chapter 2

37

Apart from mono-polar relations, that is, relations between a nucleus and a satellite,

there are bi-polar relations, which hold between two equivalent text spans. The

difference is shown in Figure 2.2.

Figure 2.2 – The one on the left is the scheme of polarised relation (nucleaus + satellite), on the right
is the scheme of a non-polarised relations (span + span).

In total, Mann and Thompson describe 23 relations, summarised in Table 2.1 below.

They motivate their set by arguing that the relations proved to be the most useful for the

analysis of the data examined by them, but they also recognise that other relations may

well be accounted for in a theory of text structure. In fact, in establishing what relations

hold between the different parts of a text, the analyst has to make judgements that are

determined by their knowledge of the context in which the text was written, and by the

cultural conventions that they share with the writer. Also, at times rhetorical relations

may be grammatically or lexically signalled, but they hold no matter whether they are

signalled or not, offering the analyst no linguistic data on which to base a judgement.

Because these judgements cannot be certain, Mann and Thompson define them as

plausibility judgements.

The limits of Rhetorical Structure Theory are pointed out, among others, by Knott and

Dale (1994): if the theory does not provide a method for specifying what counts as a

relation, leaving the identification of relations to the judgement of the analyst, the set of

relations identified by the authors can proliferate arbitrarily and indefinitely, and

therefore become unusable or useless. In other words, if RST relations are purely

descriptive constructs, they cannot provide any real insight into the working principles

underlying text interpretation and interpretability.

ELABORATION
CONTRAST

   nucleus                           satellite  one span                 other span
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RELATION NAME NUCLEUS SATELLITE

ANTITHESIS Ideas favoured by the author Ideas disfavoured by the author

BACKGROUND 
Text whose understanding is being
facilitated Text for facilitating understanding

CIRCUMSTANCE Text expressing the events or ideas
occurring in the interpretive context An interpretive context of situation or

CONCESSION Situation affirmed by author
Situation which is apparently inconsistent
but also affirmed by author

CONDITION 

Action or situation whose
occurrence results from the
occurrence of the conditioning
situation Conditioning situation

ELABORATION Basic information Additional information

ENABLEMENT An action 
Information intended to aid the reader in
performing an action

EVALUATION A situation An evaluative comment about the situation

EVIDENCE A claim
Information intended to increase the
reader’s belief in the claim

INTERPRETATION A situation An interpretation of the situation

JUSTIFY
Text 
Information

Supporting the writer’s right to express the
text

MOTIVATION An action
Information intended to increase the
reader’s desire to perform the action

NON-VOLITIONAL
CAUSE A situation 

Another situation which causes that one,
but not by anyone’s deliberate action

NON-VOLITIONAL
RESULT A situation 

Another situation which is caused by that
one, but not by anyone’s deliberate action

OTHERWISE

Action or situation whose
occurrence results from the lack of
occurrence of the conditioning
situation Conditioning situation

PURPOSE An intended situation The intent behind the situation

RESTATEMENT A situation A re-expression of the situation

SOLUTIONHOOD A situation or method supporting full
or partial satisfaction of the need 

A question, request, problem, or other
expressed need

SUMMARY Text A short summary of that text

VOLITIONAL
CAUSE A situation 

Another situation which causes that one,
by someone’s deliberate action

VOLITIONAL
RESULT A situation 

Another situation which is caused by that
one, by someone’s deliberate action

RELATION NAME SPAN OTHER SPAN

CONTRAST One alternate The other alternate

SEQUENCE An item A next item

Table 2.1. – Above the 23 rhetorical relations isolated by Mann and Thompson (1988) are
described. 21 of them are mono nuclear relations (that is, they connect two spans of text that
respectively function as nucleus and satellite of the relational schema. 2 of them, though, are
multinuclear relations (that is, they connect spans of text that are equivalent to each other, so that
neither of them plays the role of the satellite). The descriptions provided about nucleus, satellites or
spans of the relations refer to their text’s content. (http://www.sil.org/~mannb/rst/rintro99.htm).
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2.2.2. Cohesive devices as evidence for cognitive categories

Like Mann and Thompson, Knott, Dale and Mellish (Knott and Dale, 1994; Knott and

Mellish, 1996) approach the problem of text coherence from a computational linguistic

perspective, but, unlike Mann and Thompson, they look at linguistic signs as a base for

motivating the identification and isolation of cognitive categories. As the authors put it,

they “use the cohesive devices of language as evidence for a psychological theory of

text coherence” (Table 2.2.). The rationale behind this is that the structures of language

are optimised for our communicative purposes, allowing the expression of our

psychological reality. Language must therefore provide devices to mark our

psychological constructs and these devices can be used as evidence for the identification

of a set of cognitively-derived coherence relations. The authors call these linguistic

marks of relations cue phrases, which they try to organise in a hierarchy through a

series of substitutability tests8, in order to produce a taxonomy of relational phrases

(Table 2.3.a.b.c.d.e.f.).

In Knott and Mellish (1996), a series of substitution tests was conducted on a large

number of English cue phrases, which led to the definition of a cue phrases taxonomy,

which in turn led to the definition of a number of parameters describing the theoretical

features of relations. When two cue phrases can always be used in the same context,

they are said to be synonymous: to begin with can always be used in any context where

to start with can be used, therefore they are synonymous, and the relation that they

signal must present the same values of the same features. When two cue phrases can

never be substituted for one another in any context, they are said exclusive: to start with

and alternatively can never substitute one another, therefore they are exclusive, and the

relation that they signal must present different values of at least one feature. When a cue

phrase can be used whenever another can be used, but not vice versa, they are said to be

hypernym and hyponym. Consider the sentences “Bill and Bob are quite different. Bill is

a born optimist and Bob is perpetually gloomy”, and “Bill and Bob are quite different.

Bill is a born optimist whereas Bob is perpetually gloomy”. These show that and is a

hypernym of whereas, because and can be used whenever whereas can be used, but

                     
8 The substitutability test consists in presenting to subjects pairs of text spans related by a connective.
Each pair would be assigned three candidate connectives, one that was expected to be the best choice, one
that could be used in that case without being the most specific, and one that could not be used at all. By
substituting one connector with the other in turn, and in different pairs, the usability of each connector is
tested for different relations and a classification of connectors is generated. See Table 2.1.
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whereas cannot be used whenever and can be used (“I saw that Bob was gloomy and I

went to talk to him”).

   provided that

√ ifYou can sit in the front seat,

# even if

you put your seat belt on.

   even if

√ ifI wouldn’t vote for Major

# provided that

you gave me thousand pounds.

Table 2.2. – An extract from the materials used by Knott and Mellish for their substituability test.
In the first sentence, the relational phrase ‘provided that’ is the most specific, but ‘if’ can also be
used ( ), whereas ‘even if’ is definitely unusable (#). In the second sentence, ‘even if’ is the most
appropriate phrase, but ‘if’ can still be used, whereas ‘provided that’ is unusable. Since ‘if’ can be
used in both cases, because it is less specific, it constitutes a hypernym of both ‘even if’ and ‘provided
that’. Since ‘even if’ and ‘provided that’ cannot be used to substitute each other, they are exclusive.

The features as obtained through the substitution tests were hypothesised to characterise

the relations, and to describe the hierarchical taxonomy of cue phrases. Knott and

Mellish express them in terms of preconditions necessary for the use of different cue

phrases, and the communicative effects achieved by using them. They are defined as a

set of bipolar parameters (see Table 2.4. and Table 2.5.):

SOURCE OF COHERENCE – Values can be semantic, when two situations are assumed to

be connected in reality, or pragmatic, when two situations are assumed to be connected

by inference: in “it rained, as a result the streets were wet” I report a situation that I

observe in reality; whereas in “the streets are wet, it follows that it rained”, I infer a fact

from another on the basis of my general knowledge of the reality.

ANCHOR – Values can be cause driven, when a situation is presented as taking place as

the cause of another situation, or result driven, when a situation is presented as taking

place in order to achieve a result: in “Bill had been up all night, so he looked pretty

shattered” the relation is cause driven; in “Bill opened the fridge, and he had lunch” the

relation is result driven.

PATTERN OF INSTANTIATION – Values can be unilateral, when the two related situations

are presented on the same side with respect to the relation rule, or bilateral, when the

two related situation are presented on the opposite side with respect to the relation rule:

“Bill lost the race last year, but he should win this year” instantiates a bilateral pattern;
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whereas “Bill should win the race this year. He lost last year, but they are running at

altitude this time” instantiates a unilateral pattern.

FOCUS OF POLARITY – Values can be anchor-based or counterpart-based: in “Bob put

his hands up, otherwise Bill would have shot him” the transformation of the relation

polarity from positive to negative is taken on by the anchor, the main action; in “Bob

kept his hands down, but Bill did not shoot him” the transformation is taken on by the

counterpart, the expected reaction to the main action.

POLARITY – Values can be positive, if the rule defining the relation is confirmed, or

negative, if the rule is defeated: in “Bob shouted very loudly, so everybody heard him”

the causality rule is confirmed; in “Bob shouted very loudly, but nobody heard him” the

same causality rule is defeated.

PRESUPPOSITIONALITY – Values can be presupposed, when one of the two situations

presented presupposes the other, or non-presupposed, when neither of the two situations

connected presupposes or is subordinated to the other: in “I used to have very long

walks when I was living in the countryside”, the first situation presented presupposes

the other; in “We prepared dinner together. I cooked and he set the table”, neither of the

two situations is subordinate to or presupposes the other.

MODAL STATUS – Values can be hypothetical, when the verification of a situation

depends on the verification of another situation which might or might not hold true, or

actual, when the verification of a situation depends on another situation which certainly

will happen: in “This year I will visit a foreign country, if I have enough savings to pay

for all the costs” the relation is hypothetical; in “I will give you a call, as soon as I will

get home” one situation will certainly verify because the other will certainly verify.

RULE TYPE  – Values can be causal, when two situations are connected by causality, or

inductive, when two situations are connected by induction: in “Bob had trained a lot,

therefore he won the marathon” the relation holds by a causality rule; in “Bill and Bob

both like eating. Bill loves cakes, and Bob loves pasta” the relation holds by an

inductive rule.

The strength of Knott, Dale and Mellish’s work is that it tries to identify the cognitive

categories that underpin the construction of discourse representation through the

systematic analysis of objective data provided by the medium itself. However, the

weakness is that language provides an extremely large number of cue phrases. To date,

the authors have analysed only a small number of them, and it will take a long time to
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analyse them all. More seriously still, it is possible that, like Mann and Thompson’s

relations, the set of parameters so far obtained by Knott and Mellish might end up

proliferating in order to account for all the cue phrases that a language can possibly

provide. How usable or useful could a very large and complex set of parameters be?

And more to our point, how could it help to understand and handle the problem of

coherence and cohesion in hypertext discourse?

NAME OF FEATURES POSSIBLE VALUES

SOURCE OF COHERENCE semantic pragmatic

ANCHOR cause-driven result-driven

PATTERN OF INSTANTIATION unilateral bilateral

FOCUS OF POLARITY anchor-based counterpart-based

POLARITY negative positive

PRESUPPOSITIONALITY presupposed non-presupposed

MODAL STATUS hypothetical actual

RULE TYPE causal inductive

Table 2.3. – Knott and Mellish’s 8 features, and their possible alternative value, which describe
cognitive coherence relations and characterise the cue phrases that signal them in natural
language (Knott and Mellish, 1996).
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if A, B - - - count - pres hyp causal

A; despite this, B prag cause bilat count neg non act causal

even if A, B - - count neg pres hyp causal

unless A, B prag cause bilat anch neg pres hyp causal

until a, B sem cause bilat anch neg pres act causal

because A, B prag bilat count pos pres act causal

A in order that B prag res bilat pos pres causal

A; as a result B sem cause bilat count pos non act causal

Table 2.4. – A few examples of cue phrases and the values of the relational features associated
to them (Knott and Mellish, 1966). The abbreviations mean the following: prag = pragmatic,
sem = semantic; cause = cause-driven, res = result-driven; bilat = bilateral; count =
counterpart-based, anchor-based; neg = negative, pos = positive; act = actual; hyp =
hypothetical; causal = causal.

2.2.3. Coherence relations as basic cognitive primitives

In this respect, the work of Sanders, Spooren and Noordman (1993) - that directly

informs Knott, Dale and Mellish’s work (Knott and Sanders, 1998) - seems to be more
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promising. On the line of Hobbs’ pioneering work (1985), the authors take a cognitive

approach to the problem of text representation and they also treat coherence relations as

psychological constructs. Like Hobbs but in contrast to Knott et al., Sanders et al.’s

approach is theory driven, rather than data driven: they advance a psychologically

plausible hypothesis which they are then able to subsequently support with experimental

data. Like Knott and Mellish, they propose a set of parameters describing cognitive

coherence relations, but unlike Knott and Mellish’s set, their set consists of a small

number of cognitively basic concepts, and in principle it is not subjected to proliferation

exactly because it is based on primitive cognitive categories, which are properties

common to all relations. This set is generated by the combination of four cognitive

primitives (see Table 2.6.), describing relational meaning. These primitives are:

BASIC OPERATION – two discourse segments can be weakly connected, in which case

they are related by additiveness, or they can be strongly connected, in which case they

are related by causality; an additive operation exists if the two discourse segments are

simply related by logical conjunction, whereas a causal operation exists if between the

two discourse segments an implication relation can be deduced. For example: in “I went

shopping this morning. It was a nice temperature outside” the two discourse segments

are related by additiveness. In “This morning it was raining very heavily. I had to take

my rain coat to go out” the segments are related by causality. From this primitive, Knott

and Mellish’s rule type feature derives.

SOURCE OF COHERENCE – a discourse relation can be semantic, when the two discourse

segments are related on the basis of their propositional content, or pragmatic, when the

two segments are related on the basis of the illocutionary meaning of one or both of the

segments; the connection between the two segments is semantic when it is presented as

the result of an external observation of a situation, whereas it is pragmatic when it is

presented as an inference based on personal knowledge. For instance: in “It rained all

day yesterday. The streets got flooded” the relation between the fact that it rained and

the fact that the streets were flooded is presented as an observation of a cause-effect

phenomenon. In “The neighbours are out tonight. The lights in their house are all off”

the speaker infers a cause-effect phenomenon on the basis of the knowledge that he has

that usually when people go out they switch off the lights. Knott and Mellish maintain

this concept as their source of coherence feature.

ORDER OF SEGMENTS – two discourse segments can be related in a basic order, which

corresponds to the order in which events are meant to actually verify in the described
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reality, or in a non-basic order, which does not correspond to the order of the described

events. For instance: in “I missed the bus this morning. I was late for the meeting” the

order of presentation of the events is basic, because it corresponds to the order in which

they verify in the described situation. In “I was late for the meeting. I missed the bus

this morning” the order of presentation is backward with respect to the event described

and therefore the order of segments is non-basic.

POLARITY – the relation between two discourse segments can be positive, when the two

segments function directly and accordingly in the basic operation, or negative, when one

of the segments denies the rule of the basic operation expressed by the other segment.

For instance: in “She did not sleep all night. In the morning she looked rather

shattered” the relation between the two discourse segments is positive, since the second

segment is consistent with the basic operation set by the first segment, that is, the event

described in the second segment is a consistent causal consequence of the event

described in the first segment. In “She looked as fresh as a rosebud, despite not sleeping

all night”9 the basic operation set by the first segment is contradicted by the second

segment, that is, the expected causal consequence does not follow. Polarity is positive

or negative for all relations. This concept is referred to also by Knott and Mellish with

their polarity feature.

PRIMITIVE CONCEPT POSSIBLE VALUES

BASIC OPERATION additive causal

SOURCE OF COHERENCE semantic pragmatic

ORDER OF THE SEGMENTS basic non-basic

POLARITY positive negative

Table 2.5. – Sander, Spooren and Noordman’s 4 cognitive relational primitives, isolated to describe
discourse connection in text (Sander et al., 1993).

The primitives described above also seem to be able to account for relations like, for

instance, goal-instrument or problem-solution present in taxonomies like RST as

proposed by Mann and Thompson (purpose and solutionhood). In fact, these relations

result from the combination of two causal basic operations: in goal-instrument,

causality exists between a state of affairs – as antecedent - and the action taken to

change it – as consequent – and then between the action taken – as antecedent - and the

resulting state of affairs – as consequent. In problem-solution, causality exists between

                     
9 Note that a paratactic construction, that is, a construction that does not make use of linguistic devices to
signal the coherence relation, is more difficult to interpret with relations whose polarity is negative.
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the negative evaluated state of affairs – as antecedent – and the action taken to modify it

– as consequent, and then between the proposed action – as antecedent – and its

intended result.

Apart from their theoretical versatility, the validity of these primitives is also supported

by experimental results, from which a number of interesting phenomena seem to emerge

(Sanders and Noordman, 2000; Noordman and Blijzer, 2000; Sanders and Spooren,

2001). As far as the basic operation is concerned, causal relations appear to be easier

and quicker to process than additive relations. Basic order relations appear to be easier

and quicker to process than non-basic order relations. Positive polarity relations appear

to be easier and quicker to process than negative ones. The primitive source of

coherence is the only one that has not gathered significant supportive evidence and that

has been object of much discussion (Sanders, 1997; Knott, 1999; Dancygier and

Sweetser, 2000; Pander Maat and Sanders, 2001) - but we will come back on this

later10.

BASIC
OPERATION

SOURCE OF
COHERENCE

ORDER OF
SEGMENTS POLARITY CLASS RELATION

causal semantic basic positive 1a Cause-Consequence

1b Condition-Consequence

causal semantic basic negative 2 Contrastive Cause-Consequence

causal semantic non-basic positive 3a Consequence-Cause

3b Consequence-Condition

causal semantic non-basic negative 4 Contrastive Consequence-Cause

causal pragmatic basic positive 5a Argument-Claim

5b Condition-Claim

causal pragmatic basic negative 6 Contrastive Argument-Claim

causal pragmatic non-basic positive 7a Claim-Argument

7b Claim-Condition

causal pragmatic non-basic negative 8 Contrastive Claim-Argument

additive semantic - positive 9 List

additive semantic - negative 10a Opposition

10b Exception

additive pragmatic - positive 11 Enumeration

additive pragmatic - negative 12 Concession

Table 2.6. – Sander et al.’s taxonomy resulting from the combination of the 4 primitives, and the
prototypical relations that the taxonomy accounts for.

                     
10 Studies have also demonstrated that the ability of interpreting additive, non-basic and negative relations
increase with age, that is, adults are able to interpret such relations more easily than children are (Sanders
and Spooren, 2001).
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In general, the great advantage of these primitives and of the relation set that results

from their combination (Table2.7.) is that they express meaning that is independent

from the discourse content and only concerns relations. Also, because these concepts are

so basic and because the set that they generate is so restricted, they are likely to be more

easily and fruitfully applied to hypertext discourse analysis then other taxonomies.

However, the authors do recognise that other criteria could be added to the primitives

that they propose, like temporality (to distinguish between simple conjunction and

sequence), hypotheticality (to distinguish between cause and condition), volitionality (to

distinguish between reason and explanation), and specificity (to distinguish between

specification and generalisation) – we will return to this later as well.

2.2.4. Basic and economic parametrisation of coherence relations

Sanders, Spooren and Noordman’s approach also informs the work of Louwerse (2001).

Louwerse conducted a comparative study of the most influential taxonomies – Halliday

and Hasan, 1976; Hobbs, 1985; Knott and Dale, 1994; Martin, 1992; Mann and

Thompson, 1988; Sander et al., 1993 – and proposed an analytic and cognitive

parameterisation of coherence relations, based on the similarities shared by the different

sets.

Following Sanders et al’s model, Louwerse found that all taxonomies account for

causal, additive and temporal relations, as far as the parameter basic operation (which

he calls type) is concerned; negative and positive relations, as far as the polarity

parameter is concerned; semantic and pragmatic relations, as far as the source of

coherence parameter is concerned; basic and non-basic relations (which he calls

forward and backward relations), as far as the order of segments (which he calls

direction) is concerned. Taking into account these similarities, the author proposes what

he terms a “basic” and “economical” parameterisation.

As summarised in Table 2.8, Louwerse’s model consists of three parameters: type,

polarity and direction. The type parameter has three categories (or values): causal,

temporal or additive. The parameter polarity has two categories: positive and negative.

The parameter direction has three categories: backward, forward and bi-directional.

Although the combination of all these categories results in 18 relations, the author’s

taxonomy only includes 13, since he claims that no instances exist of “bi-directional

causal”, “negative temporal”, “additive backward”, or “additive bi-directional”

relations (see Table 2.8 below). Because it is the most controversial at the theoretical
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level and also the most uncertain from the point of view of experimental evidence,

Louwerse excludes the parameter source of coherence from his taxonomy.

TYPE POLARITY DIRECTION EXAMPLES

BACKWARD A because B

FORWARD A so B; because A, BPOSITIVE

BI-DIRECTIONAL -

BACKWARD A although B

FORWARD A nevertheless B; although A, B

CAUSAL

NEGATIVE

BI-DIRECTIONAL -

BACKWARD A before B; after A, B

FORWARD A after B; before A, BPOSITIVE

BI-DIRECTIONAL A while B; B while A

BACKWARD A until B

FORWARD until A, B

TEMPORAL

NEGATIVE

BI-DIRECTIONAL -

BACKWARD -

FORWARD A moreover BPOSITIVE

BI-DIRECTIONAL A similar B; B similar A

BACKWARD -

FORWARD A however B

ADDITIVE

NEGATIVE

BI-DIRECTIONAL A alternatively B; B alternatively A

Table 2.7. – Above is Louwerse’s economic parametrisation of coherence relations, derived from
those categories that are represented in most text coherence theories (Louwerse, 2001).

Among the linguists, this parameter has been accounted for by Halliday and Hasan

(1976) and Martin (1992) as a dichotomy between internal and external use of

conjunctions and relations; by Mann and Thompson (1988) as subject matter versus

presentational matter relations; by Pander Maat (1994) as content versus epistemic and

interactional relations; by Sweetser (1990) as content versus epistemic and speech act

relations; by Van Dijk (1977) as semantic and pragmatic connectives; by Sanders and

Spooren (1999) as informational versus intentional; by Knott (1999) as semantic and

intention-based relations. We have seen above the use of this parameter and its related

categories in Sanders et al. (1993), and in Knott and Mellish (1996). In Sanders (1997)

an exhaustive dissertation can be found about this subject, so here we will just give a

succinct explanation.

As observed already in Knott and Mellish’s and in Sanders et al.’s taxonomies, semantic

relations (characterised by others as internal, subject matter, or content relations) refer

to the connection between two events taking place in reality as it is observed from
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outside, according to the laws that are expected to rule that reality itself. That is, in

semantic relations, the point of view on the described reality sets itself as objective and

impersonal. In the sentence “This morning the streets are flooded, because it rained all

night”, I just make a detached observation about the connection between two physical

phenomena, and my subjectivity does not come into place at all (see Dancygier and

Sweetser, 2000; Pander Maat and Sanders, 2001). The relation expressed in the sentence

is of the type effect-cause, which is mainly recurrent in descriptive text (Sanders, 1997).

In pragmatic relations (characterised by others as external, presentational matter,

epistemic, or intended-effect), the connection between two events is presented as more

subjective, as the result of a personal inference on the part of the speaker. That is,

epistemic relations concern the beliefs of the speaker or what the speaker wants the

reader to believe (Dancygier and Sweetser, 2000; Pander Maat and Sanders, 2001). In

the sentence “It must have rained all night last night, because the streets are flooded

this morning”, I make a personal judgement, based on the assumption that when it rains

for a long time the streets get flooded. In effect, I make a claim and bring an argument

for it: the sentence expresses a relation of the type claim-argument, which is mainly

recurrent in argumentative text (Sanders, 1997).

Finally, speech-act (interactional) relations express the connection between the speech

act of the speaker and its justification for performing it (Dancygier and Sweetser, 2000).

In the sentence “What shoes are you wearing this morning…because it rained all night

last night”, I perform a speech act, which consists in inquiring about my interlocutor’s

behaviour, and I provide a justification for doing so. Although it is accounted for by a

few authors, this relational category remains the most controversial and the weakest of

all. In favour of the distinction between semantic and pragmatic, however, there is some

evidence (Sander et al., 1992; 1993; Noordman and De Blijzer, 2000), and in general

different text types appear to be dominated by different types of relations, both in terms

of quantity (there more semantic relations in descriptive texts, and more pragmatic

relations in argumentative text) and quality (pragmatic relations are dominant in higher

text levels)11.

                     
11 In fact, in a study about causal relations, Pander Maat and Degand (2001) propose a scalar approach to
the question of the source of coherence in discourse relations. For them, semantic, pragmatic or speech-
act relations should be considered as points on a continuum of relation types, rather than as alternative
value of a discrete parameter. They call this continuum the speaker-involvement scale, and define it in
terms of the degree of implicit involvement of the speaker in the construction of the relation.
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As far as the relation parameter type is concerned, Louwerse observes that causal

relations imply both temporality and additiveness, and temporal relations imply

additiveness. In other words, additive and temporal relations are equivalent, except for

the reference to time, and temporal and causal relations are equivalent except for the

reference to causality. We have seen in Knott and Mellish (1996) and in Sanders et al.

(1993) that causal relations are also assimilated to conditional relations through the

parameter/category of hypotheticality. However, Meyer (2000) assimilates them through

the criterion of relevance: the verification of an event depends on a number of

conditions, not just on one cause, and it is a matter of deciding which one of the

conditions (if any) is more relevant from the point of view of the observer

(speaker/writer or hearer/reader).

For instance, consider the sentence: “The man jumped out of the train in a rush. It was

raining heavily and the pavement was very slippery. He ran up the stairs of the station.

They were old and very steep. As he got to the last step, he slipped and fell”. What

really caused the man to fall: the fact that he was running? The fact that he was in a

hurry and therefore distracted? The fact that the stairs were steep? The fact that they

were wet? According to Meyer, it is probably the concurrence of all these more or less

relevant factors - conditions - that leads to the final event. This approach to causality

tends to weaken the justification for including a parameter like hypotheticality in a

coherence relation taxonomy. Moreover, the criterion of relevance, as well as the

consequent conception of condition as a pre-existing element of the environment, seem

to reveal the fact that conditional relations share something in common with

background relations, as described in Mann and Thompson (1988).

In the condition relation, the satellite presents a situation that is prerequisite for the

verification of the situation presented in the nucleus. In the background relation, the

satellite presents information that is prerequisite to (or at least facilitates) the

comprehension of the situation presented in the nucleus. The difference between the two

relations is that in the condition relation what is enabled is the verification of an event

or a situation, whereas in the background relation what is enabled is the understanding

of an event or a situation – that is, of why an event or situation are true. In fact,

background is one of the least specified relationships (together with elaboration), and it

can take lots of forms, one of which is conditionality. Later on the common aspects

between conditionality and background will become relevant12.

                     
12 See Chapter 7 and 8.
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 As for additive relations, they connect two events or situations on the basis of some sort

of equivalence, but the nature of this equivalence can be either conjunctive or

comparative. In the first case, additive relations indicate the joint relevance of two

situations, events or objects with respect to a whole or to a larger picture (Pander Maat,

1999). For instance, in the sentence “I need to clean the kitchen and I need to dust the

sitting room, before the guests arrive”, the equivalence is set with respect to the joint

relevance of the two actions in order for the house to be ready to receive guests.

In the second case, though, additive relations also indicate the similarity between the

connected situations, events or objects (Pander Maat, 1999). For instance, consider the

sentence “The trajectory of a projectile is determined by inertia, which makes it fly

forward, and by gravitation, which makes it fall back into the ground. The trajectory of

a planet around another planet is determined by inertia, which makes it move forward,

and by gravitation, which makes it deflect from a rectilinear motion”. Here the

equivalence is established by comparison between two situations that present structural

similarities. Knott (1998) talks about comparison as based on inductive rules: on the

basis of similarity in some respect, a comparison is drawn between two phenomena. If

the similarity rule succeeds also in other respects that are relevant to the context, then

we have a similarity relation; if the similarity rule is defeated in the other respects, then

we have a contrast relation – which is a case of negative polarity additive relation.

2.3. Coherence relations and hypertext

From the preceding discussion we have seen how coherence relations hold together

discourse parts and constitute its very structure. We have also seen that, according to

certain authors, a small number of primitive concepts can account for basic cognitive

coherence relations informing not only our representation of a text, but even our very

perception of reality. These cognitive categories include concepts like causality,

temporality, conjunction and similarity, negative causality, disjunction and contrast, but

also specificity, hypotheticality and volitionality, and so on.

The fact that cohesion and coherence concern both the connection between single

sentences and the connection between larger segments of text makes it possible to apply

text coherence relations also to hypertext. That is, coherence relations can be used in

hypertext to define the connection between nodes, which especially in argumentative

discourse constitute significant text segments. And in fact, there are a number of

examples of theoretical and/or empirical applications of coherence relations to hypertext
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- among them, Foltz’s comparative analysis of hypertext and linear text strategies

(1996) and Rosenberg’s conception of conjunctive hypertext (2001), as theoretical

applications; Thuring, Haake and Hannemann’s hypertext design kit (1991), Not and

Zancanaro’s MacroNode Approach (2000), and Rutledge and Hardman’s presentation

generation system (2000), as empirical applications. In the next chapter, we analyse a

few hypertext link taxonomies, as well as an example of argumentative hypertext, to

show how cognitive coherence relations can account for discourse connections proposed

for semantic hypertext systems, as well as how they can be used to analyse hypertext

arguments.
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 Clara Mancini, 2003

CHAPTER 3

APPLYING DISCOURSE COHERENCE RELATIONS TO HYPERTEXT

Following the idea of using Cognitive Coherence Relations (CCR) to define
representational conditional rules in hypertext, this chapter seeks to account
for argumentation link types in terms of cognitive coherence relations.
Examples of link taxonomies from two semantic hypertext argumentation
systems are analysed and mapped onto cognitive coherence relations, which
brings interesting insights into the way these taxonomies could be
composed and organised, and ultimately into the nature of the link types
that they use. Subsequently, an example of a scholarly hypertext is analysed
and its links are described in terms of cognitive coherence relations, whose
application constitutes a CCR-based verification of the author’s theoretical
approach to structuring argument in hypertext.

3.1. Cognitive Coherence Relations and Hypertext: scholarly links taxonomies

An approach to the problem of discourse coherence in hypertext is the definition of link

taxonomies describing the quality of the relationship between discourse units, the nodes

(Baron, 1996). The purpose of these link taxonomies is to provide a definition of the

discourse role that any one node plays with relation to adjacent nodes, therefore

accounting for their contextual function. In his review of various link taxonomies

(Kopak, 1999), Kopak showed that there is a certain level of consistency in some of the

link classes proposed by different taxonomies, like for instance links indicating the

functions of context, argument, cause and detail. Here we analyse in terms of CCR few

of the taxonomies already analysed by Kopak, as well as the most recently delivered

taxonomy developed within the ScholOnto project (Buckingham Shum et al., 2000) and

used by the semantic hypertext system ClaiMaker (Buckingham Shum et al., 2002).

The aim of the analysis is to show that there is a large overlap between the categories of

existing hypertext link taxonomies and the basic set of cognitive coherence relations

identified by psycholinguistic research on text coherence, and that this overlap, as well

as the fact that different link taxonomies present the same kind of relations, is to be

explained with the cognitive categories that determine our discourse processes. In

particular the overlap concerns exactly the categories identified by Kopak as recurrent

in the link taxonomies that he analyses, which are interpretable as forms of the

relational primitives already discussed. That is, coming from different places and

following different routes, theoretical and empirical research on text coherence, on the
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one hand, and theoretical and empirical research on hypertext discourse structuring, on

the other hand, appear to have independently produced similar results, identifying a

number of - cognitive - discourse relations.

For instance, in the taxonomy proposed by Parunak (1991), constructed on the basis of

grammatical structures, three classes of link types can be distinguished: association,

aggregation and revision links. Among the association links, word-proposition link

types indicate the relation between a piece of information and another piece of

information that specifies the meaning of the former, which is the same function played

by elaboration and evidence/justify relations. Proposition-proposition links, comprise

four general types: orientation links, which indicate a relation between an event or

situation and its context, and which could be identified with a background relation;

implication links, which describe the logical connection between the propositions, and

which could include causality and additiveness relations; paraphrase links, which

connect pieces of information that say the same thing in different ways, and which can

be interpreted as elaboration or restatement relations; illustration links, which connect

propositions whose contents clarify one another by, for instance, comparison or

contrast, and which could correspond to the similarity and contrast relations.

What are called normal link types in TEXTNET’s taxonomy (Trigg, 1983; Trigg and

Weiser, 1986) (see Table 3.1), also seem to represent quite closely Sanders and

Louwerse’s set of CCR1. As Kopak points out (1999), the normal link types are to

connect nodes that constitute the main thread of the hypertext discourse, and have a

rhetorical nature, as they connect nodes on the basis of the discourse structure (Table

3.1). Among them, background, refutation, support, application, argument and

correction are causal or derivatives of causal relations. As we explained2, background

(which corresponds to the background relation as it is described in Mann and

Thompson, 1988) is a type of pragmatic conditional relation, which is a pragmatic

causal relation associated with the criterion of hypotheticality. Refutation is a type of

pragmatic causal relation associated with an opposition (additive negative forward) or

contrast (additive negative bi-directional) relation: refutation is an argument or a piece

of evidence that goes against a claim, or that supports a claim that is opposed to the

first. Instead, support is a type of pragmatic positive causal relation, which holds

between a claim and an argument or between a claim and a piece of evidence.

                                                
1 Chapter 2, § 2.2.3,  2.2.4.
2 Chapter 2.
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Application can be interpreted as a conditional relation, that is, as a hypothetical

semantic or pragmatic causal relation, if it is possible to infer that the fact that B applies

A also means that B would not be possible (or would not verify) unless A was applied.

The five types of argument links are obviously forms of pragmatic causal relations, for

which the logical operation holding between claim and argument can be an induction, a

deduction, a solution, (supposedly) an intuition, and even an analogy. Finally,

correction is referrable to causality in a similar way as the dichotomy problem-solution

is: an evaluated negative state of affairs (what needs to be corrected) causes the action

taken to modify it (the correction)3.

The other relations of the taxonomy are all derivatives of additive relations (except few

taxonomic relations). Future work and continuation are both additive temporal, that is,

sequential relations, although one could argue that both are a type of causal relation,

since both the future work and the continuation of whatever research work is caused by

the work results that come before. This is also a possibility, and the choice between the

two really depends on the context in which the relations are used. Generalise and

specialise are backward and forward additive relations associated with the criterion of

specificity4. The pairs summarisation and detail, and simplification and complication

are interpretable as respectively backward and forward additive relations associated to a

criterion of elaboration as explained in Mann and Thompson (1988). Explanation and

rewrite are similar to the previous ones, where the latter can be interpreted as a form of

elaboration and the former as a form of restatement, a ‘zero degree’ elaboration. Similar

considerations can be made about the update link type, and even for abstraction and

formalisation. Differently from the others is alternative view, which corresponds to a

negative additive relation, a contrastive one. Finally, among the normal links of the

taxonomy there are some taxonomical ones, like all the ones included in the category

citation, methodology, data and example - although about this one it could be said that it

may happen to play the function of evidence, in which case it would denote a pragmatic

causal relation. Since taxonomical relations are not object of investigation here, we do

not discuss those.

                                                
3 See Chapter 2.
4 Chapter 2.
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NORMAL LINKS CCR EQUIVALENT MOTIVATION

source N/A It is a taxonomic relation.

pioneer N/A It is a taxonomic relation.

credit N/A It is a taxonomic relation.

leads N/A It is a taxonomic relation.

Citation

eponym N/A It is a taxonomic relation.

Background Backward positive
pragmatic causal in the
hypothetical form.

It usually provides information that pre-exists
the presented situation and that is condition
for it to occur and be understood.

Future Work Forward temporal positive
semantic additive
(sequential).
Forward positive
semantic causal.

It is usually related to present work that
precedes it. It can simply be presented as
coming afterwards, or to directly derive as a
consequence of present work.

Refutation Forward positive
pragmatic causal
associated with
opposition.

It is a form of contrastive argument or
evidence that supports going against a
claim.

Support Forward positive
pragmatic causal.

It is a form of argument or evidence that
supports a claim.

Methodology N/A It is a taxonomic relation.

Data N/A It is a taxonomic relation.

Generalize Backward positive
pragmatic additive in the
form of specialisation.

It can be interpreted as a reverse form of
elaboration in which previous information is
reformulated in more general terms.

Specialize Forward positive
pragmatic additive in the
form of specialisation.

It can be interpreted as a form of elaboration
in which previous information is reformulated
in more specialised terms.

Abstraction Forward positive
pragmatic additive in the
form of abstraction.
Forward positive
pragmatic additive in the
form of restatement.

It can be interpreted as a form of elaboration
or restatement in which previous information
is reformulated in more abstract terms.

Example N/A

Formalization Forward positive
pragmatic additive in the
form of formalisation.
Forward positive
pragmatic additive in the
form of restatement.

It can be interpreted as a form of elaboration
or restatement in which previous information
is reformulated in more formalised terms.

Application Backward positive
semantic causal.
Backward positive
semantic causal in the
hypothetical form
(conditional).

It can be interpreted as the consequence of
a cause or condition represented by the
piece of work that enables the application.

deduction Forward positive
pragmatic causal via
deduction.

It expresses the motivation for a claim,
based on a deduction.Argument

induction Forward positive
pragmatic causal via
induction.

It expresses the motivation for a claim,
based on an induction.



Chapter 3

57

analogy Forward positive
pragmatic causal via
analogy.

It expresses the motivation for a claim,
based on an analogy.

intuition Forward positive
pragmatic causal via
intuition.

It expresses the motivation for a claim,
based on an intuition.

(Argument
cont/d)

solution Forward positive
pragmatic causal via
solution.

It expresses the motivation for a claim,
based on a solution.

Summarization Backward positive
pragmatic additive in form
of elaboration.

It can be interpreted as a reverse form of
elaboration that succinctly refers to more
detailed information.

Detail Forward positive
pragmatic additive in form
of elaboration.

It is a form of elaboration with respect to
more general, les precise, information
already provided.

Alternate View Forward negative
pragmatic additive
(alternative).

It presents alternative information or an
alternative position.

Rewrite Forward positive
pragmatic additive in the
form of restatement.

It is an addition that reformulate information
already provided, presumably with some
improvement.

Explanation Forward positive
pragmatic additive in the
form of elaboration.
Backward positive
pragmatic causal
(argument).

It can be interpreted as a form of elaboration
when it adds clarifying information that
expands a concept already expressed, or as
an argument when it motivates a claim.

Simplification Backward positive
pragmatic additive in the
form of elaboration.

It can be interpreted as a reverse form of
elaboration that reformulates previous
information in simpler terms.

Complication Forward positive
pragmatic additive in the
form of elaboration.
Forward positive
semantic causal
associated with
opposition.

It can be interpreted as a form of
elaboration, when is used to say that further
complexities are added to an existing
situation, or as an obstacle that potentially
causes a desired result no to happen.

Update Forward positive
pragmatic additive in the
form of elaboration.
Forward temporal positive
semantic additive in the
form of elaboration
(sequential).

An update can be looked at either as
constituting the further elaboration of a
present piece of work or application, or it
may be looked at as simply coming after the
present piece of work.

Correction Forward positive
semantic causal.

A correction addresses a mistake, by which
it is motivated.

Continuation Forward temporal positive
semantic additive
(sequential).
Forward temporal positive
semantic causal.

Like future work, it is usually related to a
present work or situation that precedes it. It
can simply be presented as coming
afterwards, or to directly derive as a
consequence of present work.

Table 3.1. – Trigg’s normal link taxonomy (1983), analysed in terms of Sanders et al. (1993) and
Louwerse (2001)’s relational parameters.

Apart from the group of normal links, TEXTNET’s taxonomy also includes a large

group of commentary links (Table 3.2). With only few exceptions, this group’s links
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enable the specification of judgements on hypertext nodes, and therefore are content

focused rather than relation focused.

COMMENTARY LINKS COMMENTARY LINKS (cont/d)

Comment critical inelegant

supportive simplistic

misrepresents arbitrary

vacuum

Thesis

unmotivated

Related Work

ignores invalid

Is Superseded By insufficient

Is Refuted By immaterial

Is Supported By misleading

redundant alternative

trivial

Argumentation

straw man

unimportant inadequate

impossible dubious

ill-posed ignores

solved irrelevant

Problem Posing

ambitious inapplicable

trivial

Data

misinterpreted

unimportant boring

irrelevant unimaginative

red herring incoherent

contradict arrogant

dubious rambling

Thesis

counterexample

Style

awkward

Table 3.2. – Trigg’s (1983) commentary link taxonomy.

Secondly, another example is offered by ClaiMaker’s link taxonomy (Buckingham

Shum et al., 2002). The fact that the taxonomy was constructed with a partial reference

to CCR, means that at least the categories derived from cognitive coherence relations

will constitute link types referable to them – and if it was possible to build a fully

functional set of rhetorical links for argumentation based on CCR, this is already proof

of their validity in hypertext. However, we will show that all the link types of the

empirical ontology developed to capture scholarly discourse relations can be described

in terms of CCR (Table 3.3).
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(ClaiMaker’s taxonomy expressed in terms of CCR – see caption at the bottom of the table: pp.60)

RELATION CLASS DIALECT LABEL P/W CCR EQUIVALENT MOTIVATION

General Is about +/1 Forward positive pragmatic
additive in the form of
elaboration.

It indicates elaboration
of something being
presented or
mentioned.

Uses/applies/
is enabled by

+/1 Backward positive
semantic causal.
Backward positive
pragmatic causal in the
hypothetical form
(conditional).

It expresses the result
of a cause or condition
that makes it possible
for such result to
happen.

Improves on +/2 Backward positive
semantic causal.

Similar to solution-
problem.

Impairs -/2 Forward positive semantic
causal, associated with
opposition.

It causes something not
to happen. Or it
obstacle its happening.

Problem related Addresses +/1 Backward positive
semantic causal.

Similar to solution-
problem.

Solves +/2 Backward positive
semantic causal.

Similar to solution-
problem.

Supports/challenges Proves +/2 Forward positive pragmatic
causal.

Because of it,
something can be
assumed or claimed.

Refutes -/2 Forward positive pragmatic
causal, associated with
opposition.

It supports or proves
that something cannot
be claimed.

Is evidence for +/1 Forward positive pragmatic
causal.

It supports an
assumption or claim.

Is evidence
against

-/1 Forward positive pragmatic
causal, associated with
opposition.

It supports the negation
of an assumption or
claim.

Agrees with +/1 Bi-directional positive
pragmatic additive.

It adds elements to the
same view.

Disagrees with -/1 Bi-directional negative
pragmatic additive.

It adds contrastive
elements to a view.

Is consistent with +/1 Forward positive pragmatic
causal.
Forward positive pragmatic
causal, associate with
enumeration.

It motivates an
assumption or claim. Or
it adds to something
else that motivates an
assumption or claim.

Is inconsistent with -/1 Forward negative
pragmatic causal.
Forward positive pragmatic
causal, associated with
opposition.

It fails to motivate an
assumption or claim.
Or, it contrasts
something else that
motivates an
assumption or claim.

Taxonomic Part of +/1 N/A It is a taxonomic rel.

Example of +/1 N/A It is a taxonomic rel.

Subclass of +/1 N/A It is a taxonomic rel.
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RELATION CLASS DIALECT LABEL P/W CCR EQUIVALENT MOTIVATION

Similarity Is identical to +/2 Bi-directional positive
semantic additive in the
form of similarity.

It is the highest degree
of similarity.

Is similar to +/1 Bi-directional positive
semantic additive in the
form of similarity.

It is a simple similarity.

Is different to -/1 Bi-directional negative
semantic additive in the
form of contrast.

It expresses the
negative result of a
comparison.

Is the opposite of -/2 Bi-directional negative
semantic additive in the
form of contrast.

It expresses the highest
degree to which a
comparison can fail.

Shares issues with +/1 Bi-directional positive
semantic additive in the
form of similarity.

It is a mild degree of
similarity.

Has nothing to do
with

-/1 Bi-directional ‘zero degree’
semantic additive in the
form of similarity or
contrast.

It expresses a case in
which two objects are
not even comparable.

Is analogous to +/1 Bi-directional positive
semantic additive in the
form of similarity.

It expresses a similarity
and a successful
comparison.

Is not analogous to -/1 Bi-directional ‘zero degree’
semantic additive in the
form of similarity, or
semantic additive contrast.

It is either a non-
similarity or the
negative result of a
comparison.

Causal Predicts +/1 Forward positive pragmatic
causal.

It is an assumption
based on present signs.

Envisages +/1 Forward positive pragmatic
causal.

It is an assumption
based on present signs.

Causes +/2 Forward positive semantic
causal.

It causes something to
happen.

Is capable of
causing

+/1 Forward positive semantic
causal in the hypothetical
form (conditionality).

It constitutes a sufficient
condition.

Is prerequisite for +/1 Forward positive semantic
causal in the hypothetical
form (conditionality).

It constitutes a
necessary condition.

Is unlikely to affect -/1 Forward ‘zero degree’
semantic causal.

It does not cause
anything.

Prevents -/2 Forward positive semantic
causal, associated with
opposition.

It causes something not
to happen.

Table 3.3. – ScholOnto (Buckingham Sum et al., 2000) and ClaiMaker’s link taxonomy
(Buckingham Shum et al., 2002), analysed in terms of the relational categories proposed by Sanders
et al. (1993) and Louwerse (2001).

In the taxonomy there is a class of links called similarity, and in fact all the link types

included in it are forms of additive similarity or contrast relations (that is, positive and

negative comparison relations). Like for all the other links, in ClaiMaker the relations

have a weight, which defines the degree of additiveness or causality expressed. For
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instance, is-identical-to weighs more than shares-issues-with, both having positive

polarity; whereas has-nothing-to-do-with and is-not-analogous-to represent a kind of

zero weight relations, whose polarity is neutral; finally, is-the-opposite-of weighs more

of is-different-to on the scale of negative polarity, which expresses a different degree of

contrastiveness.

Likewise, the class of link types called causal includes links that express causal and

conditional semantic relations, both positive and negative, with two exceptions: predicts

and envisages, which are to be interpreted as pragmatic causal relations. These two

relations, that is, are based on the assumption (in turn based on experience) that a future

event will – probably – occur because some signs are there to allow the prediction. As I

infer that “it must have rained” from the fact that “the roads are wet”, I can equally

predict that “it will rain” from the fact that “there are black clouds in the sky”. In that

sense, one could say that black clouds predict rain, in the same way as wet roads signal

the fact that it rained. Apart from these two, the other causal relations of the class are

semantic ones. Causes is the most straightforward case. Is-capable-of-causing and is-

prerequisite-for are both conditional relations, that is, both relations express a

potentiality, a possibility, but not necessarily a given fact (as it happens in pure

causality). In the former we have the expression of a sufficient condition (A is sufficient

condition for B to occur), in the latter we have the expression of a necessary condition

(B does not occur unless A is there) – in this context, Meyer’s (2000) approach to

causality and conditionality best explains these hypothetical relations.

However, not all the causal and conditional relations accounted for by the taxonomy are

included in the class of causal link types: two of them are to be found in the class of

general link types and they are called impairs and is-enabled-by. Impairs can be

interpreted both as a causal or a conditional semantic positive relation (although its

meaning expresses a negative concept): in its causal form, the relation can be interpreted

as meaning that an event A causes an event B not to occur (causal form); in its

conditional form, it can be interpreted as meaning that if A occurs, then B does-not

occur (which is different from a negative causal or conditional relation, where ‘even if’

A occurs, B does not occur; or even if A does not occur, B does occur). Is-enabled-by

(isolated by Mann and Thompson as enablement) is interpretable as a positive

conditional relation, which can be interpreted as meaning that A is a necessary but not

necessarily sufficient condition for B to occur, that is, B is allowed to occur only if and

when A occurs. In the same link category, the relation uses/applies (given as a possible



Chapter 3

62

alternative expression for is-enabled-by) can also be interpreted as a conditional

relation, but (like in Trigg) only in the case in which conditionality was clearly

implicated, that is, in all those cases in which it was clear that the fact that B uses or

applies A also means that B would not be possible (or would not occur) unless A was

used/applied (in other words, it would have to be clear that B exists only because A is

used/applied) - in all the other cases, uses/applies expresses a different relation, as we

explain below.

Causal relations are also expressed by most of the link types included in the

support/challenge class. Precisely, they represent pragmatic causal relations, both

positive and negative, which typically describe the connection between a claim and its

arguments. There are two exceptions: agrees-with and disagrees-with, which in CCR

terms seem to correspond to similarity and contrast, or additive and opposition (negative

additive) relations. In fact, agreement in itself does not constitute support, but it

expresses similarity of perspective or opinion, whose addition to one another can

constitute a reinforcement of that perspective itself. That is, if my friends agree with me

that “the president of a particular country is not a good politician”, our agreement does

not support our opinion that he really is a bad politician. However, if one of us provides

good arguments to motivate the claim, or better, provides evidence that the president is

a bad politician, then the claim is supported5. In the same class, proves is a case of

pragmatic causal relation in the form of claim-evidence, whereas refutes is a case of

negative pragmatic causal relation in the same form, where the assumption of

supportiveness fails. The same is for the pair is-evidence-for and is-evidence-against.

Even if less evidently, is-consistent-with also expresses a causal (that is, a necessary)

relation: a bunch of data or a piece of evidence A can be consistent with a claim (model,

theory, etc.) or argument (explanation, justification, etc.) B, in which case A directly

supports B, in which case we have a pragmatic causal relation; alternatively, data, or a

piece of evidence, A can be consistent with another set of data or piece of evidence B

with respect to a claim (model, theory, etc.) or argument (explanation, justification, etc.)

C, in which case a pragmatic causal relation is implicated in association with a

similarity relation. For is-inconsistent-with, the assumption of consistency, that is, of

supportiveness fails, and we have a negative pragmatic causal relation.

                                                
5 In other words, an argument or a piece of evidence can support a claim or a position, however,
agreement or disagreement have to be supported by an argument or by a piece of evidence, in order to
support or challenge any claim.
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The remaining link types of the taxonomy included in the problem-related class

correspond in coherence relation terms to different forms of solutionhood relations as

described in Mann and Thompson (1988). Solves and addresses both express forms of

causality where an initial situation A being evaluated negatively causes it to be

addressed or solved by B. In the class of general links, instead, is-about can be loosely

interpreted as a form of elaboration relation, that is, as an additive relation associated to

an elaboration criterion. Improves-on can also be interpreted as a temporal (sequential)

additive relation in form of elaboration, where the elaboration is judged to bring positive

change. When not utilised in the way discussed above, uses/applies, could also be

interpreted as an elaboration relation, in which case the elaboration is constituted by the

result of the use or application (whether concept or a method). In some cases, though,

uses/applies could also be interpreted as an evidence (pragmatic causal) relation, and

precisely in all those cases in which the use or application B constitutes an empirical

example or expression of the abstract entity A.

Finally, at times, the evidence relation could also describe the example-of link type,

included among the taxonomic link types. In fact, any example has also the function of

providing evidence for an argument or claim. For instance, I could say that apes are

examples of primates, but I could also say that primates have a frontal vision and bring

the example of apes as evidence for what I am saying. However, in its taxonomic

function, though, example-of is equivalent to all taxonomic relations, like part-of and

subclass-of, which are not the object of our analysis here.

The description of various link taxonomies and semantic hypertext relation ontologies

in terms of cognitive coherence relations constitutes a first analytic verification of the

applicability of CCR to scholarly hypertext. As we have seen, for the most part the set

of cognitive coherence relations proposed by Sanders and Louwerse accounts for the

link types that appear in the analysed taxonomies. However, there is a number of links

that do not seem at first solely interpretable in terms of Sanders et al. and Louwerse’s

set of primitives, but require the use of additional relations. These additional relations

are background, elaboration (Mann and Thompson, 1988), specification (Sanders et al.,

1993), abstraction, formalisation, restatement, etc. They all seem to partly work on the

basis of the CCR primitives, but partly they require the assumption of additional

explanatory criteria. It is difficult to provide any exhaustive and definitive explanation

for this fact, because most relations are the object of ongoing study. However, we can

conclude that these links can still be analysed in the light of the CCR primitives, as
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complex versions or variations of the CCR primitives themselves6. In future work, we

intend to continue our investigation on cognitive coherence relations and their

derivatives.

In the next section, we analyse a hypertext essay in order to see how CCR works as

analysis tool with a piece of work that has not been written with the corpus of the

cognitive coherence relations in mind.

3.2. Cognitive coherence relations and hypertext: a scholarly hypertext example

The following analysis of a hypertext argument aims at verifying how easy it is to apply

CCR to hypertext when the argument has not been built relying on any link taxonomy,

and what their application reveals about the argument’s structure. As an example for

this kind of application we have chosen Hypertext and Suburbs, a dissertation from

David Kolb’s scholarly hypertext Assembly7.

This dissertation draws the parallel between hypertext and suburbs, as a way of

understanding both hypertext and suburban spaces, outlining both similarities and

contrasts between the virtual spatiality of the new medium and the physical reality of

suburbs. Part of a complex argumentative hypertext about places, this relatively

contained essay is circumscribed around a specific subject and is therefore rather

independent from the rest of the work. Its argument develops over thirteen rather large

nodes connected by twenty-nine links.

We use CCR to analyse three different levels of discourse connections: the connections

between hypertext nodes, the connections between paragraphs in a node, the

connections between text spans in each paragraph containing links. This differentiated

analysis shows how different relation types tend to recur at different levels.

3.2.1. ‘Hypertext and suburbs’: the hypertext

This section presents in linear order the full text of the thirteen nodes that compose the

dissertation. To allow ‘navigation’ through the list of nodes, the links’ targets are

indicated in brackets next to the link itself. The hypertext network is represented in

Figure 3.1.

                                                
6 See Chapter 2.
7 http://abacus.bates.edu/~dkolb/dkht/index.html
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PARALLEL AND NOT

We can make, but also qualify, a parallel between suburbs (->PLACES IN GENERAL) and hypertexts, as a way
of emphasizing that the meaning of a given chunk of suburban building or real estate usually depends on its
linkages to distant items. The basic comparison with hypertext is that the form of the text is not the same as the
form visible on any one page or screen. It reaches beyond, just as form of the suburb is not the same as the
immediately visible spatial connections. Immediate architectural form is not the same as the place form of
suburban locations, because they reach out beyond the local horizon, and form wholes and networks that are
not architecturally obvious. We are not sure how to express this linkage architecturally, and most suburban
architectural types celebrate isolation rather than connection.

The parallel is useful, because the armature of links in a hypertext creates a "spatiality" that has more complex
interrelations and dimensions than linear one-thing-after-another of physical space, or of pages in a novel. The
analogy with hypertext shows how the reality of a suburb can be more complex than appears locally (-
>HORIZONS), with more dimensions of movement and connection. There are other parallels (->OTHER
PARALLELS) as well. But the parallel between hypertext and suburbs is not perfect, for a number of reasons.
The most important difference has to do with the two kinds of spatialities (->TWO SPATIALITIES ) formed by
grammatical and spatial connection. This also has to do with the way meaning is created by adjacency (-
>MEANING AND INTENTIONS).

PLACES IN GENERAL

The parallel between suburbs and hypertexts can be generalized to a parallel between linkage and connection
in any place and any text. Places, of whatever kind, and texts, hyper or not, get their unity through sets of
meaning connections some of which are made normative. Both places and texts have their normative
grammar(s) within fields of possibilities that exceed (->HORIZONS) that grammar and which that grammar
cannot control. Both places and texts exist as structures embedded within an ongoing process of re-creation
and re-interpretation.

The point of the specific comparison of suburbs and hypertexts is to emphasize that the being of a suburb is not
exhausted by its immediate visible vicinity. There are so many pictures of ghastly uniform suburbs stretching off
to infinity, and I don't mean to deny such spiritless repetition and uniformity. But I do mean to say that that
ghastly aspect is not the whole reality of the suburbs being viewed, that the motions of people's lives (-
>CHANGING CONNECTIONS) and the networks that intersect the visible array make of the suburb a more
complex place. We need to learn how to mitigate the ghastly aspects by making those complexities and
connections and networks more salient in everyday experience.

HORIZONS

What something is revealed to be, what it means, depends on the horizon of possibilities (->RHETORICAL
CONNECTIONS) (actions, inferences, things it might have been or done, etc.) within which it stands in
contrasts. Explicit hypertext links are part of that standing within the horizon, but the items a text chunk, or a
region of a place, are linked to stand close by, surrounded by a farther horizon. We can distinguish a variety of
horizons for a thing, for a text, for a hypertext, for a suburban building, or for part of any place:

• items the thing or place or textual fragment is linked to explicitly (the factory in the next town, the head bank,
the vacation home, other parts of a machine, matching items (tables with chairs), grammatical connections,
explicit textual references, and so on.)

• the horizon visible behind these closely linked items. In places this is still mostly the result of design

• "farther out": the phenomenological horizon that is not a visible object linked to, not a visible object since it is
composed of absences linked by rules of possibility

• the wilder possibilities that are on that horizon but not according to rules, that break or bend or defy rules

• nearby adjacencies, not themselves necessarily designed for contrast but standing in contrasts that will
influence meaning and affect function

• the space of possible routes toward the horizon: other ways of reading the text or acting in the space, either
according to the rules or running against them

• the contour of meaning surrounding this text or this place or this action, as a relatively definite perspectival
construct out of surrounding possibilities.

OTHER PARALLELS

There are other parallels between suburbs and hypertexts (->PARALLEL AND NOT) that could be discussed:
issues of diversity, issues of justice, as the rich (in resources or links or attention) get richer, the need to open
walls and gates, the need to see current structures (and walls, and links, as well as open spaces) as effects
within a larger field that they don't rule over. There are also issues having to do with space and time (collage
and montage) in both suburbs and hypertext design, issues of density and complexity, timing, and availability,
the need for multiple maps that deny any single Official map, and, finally the way that multiple borders effect
different unities, breaking down the community or textual analogues to the nation state that grabs and demands
to supervise all borders.
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TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense that
geographies or trajectories of action do one phase here and another phase there. For instance in an auditorium
the stage and the audience area are "next to" one another in terms of action definitions even though they may
be physically separated by the orchestra pit, or, in a large office building two offices on different floors may be
"next to" one another for a sequence of actions that are done first here then there.

But in addition to grammatical next-to-ness, there is normal physical proximity (->VIRTUAL SPATIALITIES).
This may or may not be grammatically important, but it will have meaning effects. The office just next door to
mine may be "miles away" in terms of its function, so that trajectories of action that pass through my office never
go through the one next door, but because the two offices are physically adjacent, other kinds of interaction will
develop. Even if the employees never eat lunch together, or never speak to one another, the contrast between
the two offices will still function as an overtone of meaning (->MEANING AND INTENTION) on their official
grammatical places. Physical connection also allows the exploration of new kinds of relations that begin (-
>TRAVELS AND NEW PATHS) outside of grammatical links.

In a hypertext (->KINDS OF ADJACENCIES) the difference between these two kinds of connection collapses
because the only connections are the links. In that sense, while the hypertext can be a useful analogue for
pointing out the presence of the distant in the near, and the ways in which suburbs violate the expectations of
visible architectural unity, suburbs are in fact a more complex kind of object because their physicality provides
another mode of access and another kind of connection/unity.

MEANING AND INTENTION

What makes the "spatiality" or connectivity of a hypertext different from a suburb is that in the hypertext all
connections are intentional. Links are made. There is no parallel to the chance juxtapositions and chance
meaning effects that occur in physical space (->EMBODIMENT) (and could occur in a large enough virtual
space (->VIRTUAL SPATIALITIES)). So all hypertext connections take on intentional meaning and effects (-
>RHETORICAL CONNECTIONS).

If I build a McDonalds next to a music store, I may have no intention that the relation between the two be
meaningful. The site for my restaurant became available through causes that have nothing to do with the
adjacent music store. However, though unintended, the association and contrast of the two will still be
meaningful. Philosophers from Hobbes to Derrida have pointed out that there is no stopping the generation of
meaning by contiguity  (-> HORIZONS). Such meaning effects may not have been specially intended, nor need
they be taken as rhetorically or normatively important (unless the local store owner wants to use them in some
way, perhaps for publicity). But the effects will be there nonetheless.

On the other hand, in a standard node-and-link hypertext, nothing is next to anything else until a link is created.
There are no unavoidable and uncontrollable adjacencies such as occur in physical space (->KINDS OF
ADJACENCIES).

Yet, even in a hypertext, we do have to distinguish between links that are intentional and which, though they
have some meaning effects, had been made for other purposes, perhaps to ease navigation, from links that
have particular rhetorical effects (->RHETORICAL CONNECTIONS), and both of these need to be
distinguished from links that are normatively important.

Suburbs are more like established texts with normative readings. But our places are never totally set, in part
because of spatial possibilities exceed any link or normative structure. In addition, some contemporary places
are becoming especially fluid, made on the fly, more like temporary work groups than the settled institutions.

CHANGING CONNECTIONS

Because items in (physical or virtual  (->VIRTUAL SPATIALITIES)) places are available independently of their
normative grammatical connections, those connections can be altered by patterns of action that develop new
accesses and connections. Living in the suburb can change its connections and grammatical norms. Such
flexibility is harder to find in a hypertext, where there is no way to other parts of the text except through
intentionally established connecting links. Neither on the web nor in separately published hypertexts can the
reader make new connections (->NEW CONNECTIONS) that will be publicly available.

In the suburb, some intentional links are carried in quasi-permanent pipes (highways, wiring, conduits), while
others exist in alterable habits and practices. Of course the fixed pipes such as highways can carry many
different kinds of connections at once, or over time, and their existence will encourage certain kinds of
connections and discourage others.

A communally created hypertext might be arranged to receive added links, so that there would not be a single
permanent armature but an ongoing process of linking. In this case some mechanism would have to be set up
for the elimination of links, or at least for their grouping into separate path sets, or else the text would become
so cluttered that its links would be useless. (Such a text would be one way of emphasizing the non-finality of
structure and embeddedness of formal systems within a process of reinterpretation.)

We are more used to the change of connections over time in physical space, though sometimes the relative
permanence of physical adjacencies and architectural effects can fool us into thinking that a place's meaning
and use are more stable than they really are.
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RHETORICAL CONNECTIONS

It is not the same to say that a connection is meaningful, or that it is intentional, or that it creates a rhetorical
effect, or that it is normative.

Each of these can each be true without the others being true. Meaningful connections need not be intentional,
rhetorical effects need not be normative, meaningful connections might not have any noticeable rhetorical effect,
and so on. A major distinction lies between normativity and the other terms. Norms legitimize a selection from
among possible or actual meaningful, rhetorical, or intentional connections (->MEANING AND INTENTION).

Place grammars legitimize only certain kinds of actions and connections and divisions in the place. But all
grammars remain surrounded by wilder possibilities and connections.

In a hypertext it may be that there are many links, but only some of them are normative: these might be
suggested or even forced by the author, with the others remaining as a reserve for further exploration. But
whether or not the authorial links are so divided, there will always be yet other unlinked potential connections,
as there are in any text, which have their effects as you travel on the links. Echoes and contrasts will happen
even among items that are not linked.

Despite this excess, we cannot do without normative connections. Echoes and similarities and contrasts will
have their effects whether or not there are explicit links. But there still have to be specific links, because if
everything links to everything, or nothing links to anything, the echoes and contrasts will themselves have
nothing to work against and with, and this will neutralize their effects. Although a given definition will never
succeed in dominating the flow of meaning, if there were no place for a horizon to form around, there would be
no way to distinguish any of the infinite echoes. We cannot read "the general text." The space of difference
canot be made to purely appear, since appearance is always as something definite against the space of
difference.

TRAVELS AND NEW PATHS

Here is one problematic aspect to the comparison of place linkage and hypertext linkage: In a hypertext there is
the structure of the set of links in the text, and there is also the envisioned structure and history created on the
occasion of a particular reading of the text. The link structure provides possible paths but not an actual journey.
Some literary hypertext theorists argue that it is the unique event of a particular reading, which creates "the
text." I find this view unsatisfactory for the same reasons that it would be unsatisfactory to argue that a
symphony or a play exists uniquely in each performance and not also in the score or script. The full reality of the
work must involve both, so that each can provide ways to criticize the other. A performance of a play or a
reading of a hypertext could be inadequate to what is there in the text; on the other hand a script could be
unperformable, or a hypertext structure so convoluted that it was unreadable.

The point in relation to suburbs is that a suburban place is structured by its skein of normative connections, not
just by the itineraries of your or my particular life (->CHANGING CONNECTIONS) in the suburbs, which will
actualize only some of the "built-in" connections. However, as with texts, each may be used to criticize the
other: my daily life might not take adequate advantage of the connections available, or, as too often happens,
the poverty of daily living might show up the thinness of the normative connections. As with art, density of
available connection is important for the richness of life.

KINDS OF ADJACENCIES

Books provide an intermediate case for two kinds of connection. Parts of the book will be "linked" by intentional
connection to distant parts: one page may contain a reference to a distant page, or a sentence contain a
footnote number linking to note in the back of the book. Then there is the linear sequence of materials from
page to page, which is both a physical and an intentional connection. There is, also, the physical availability of
the pages at the edge of the book; I can stick my finger in two-thirds of the way through, or turn thirty pages at
once to see what comes up; this allows abrupt non-intentional juxtapositions of different parts of the book,
somewhat like finding something uncontrollably next-door (->MEANING AND INTENTION) to where you build.

Hypertexts seldom have any analogue to this physical availability (->EMBODIMENT), though something like it
can be built in, for instance, by providing a map of the hypertext that allows one to jump to another part of the
text without following any intentional link. Such maps are, however, labelled, so that the jump is not quite as
unintentional as jumping through book pages might be.

Something more like the abrupt nonintentional adjaciencies of physical space could be built into a hypertext by
introducing randomized contacts, or a skein of built-in connectors independent of meaning or order of creation,
etc. Such connectors could be random, or partly intentional, as in a library or bookstore where there is some
order but unexpected encounters can still happen.

Or, there could be automatic link creation. There is another paradigm of hypertext, not as linked chunks of text,
but as fields of text from which search engines and algorithms create links on the fly depending on user interest.
For instance, imagine software that watches what you are writing and adds links to other texts based on
statistics about your use of words, or questions you ask in the text, or metaphors you create. We don't have
intelligent enough software to do this well, though there are beginnings in some proposals for extending the
capabilities of the Web, and there have been demonstrations of such link-on-the-fly programs. This type of
hypertext does not have a fixed armature of links made intentionally by an author, though its links do represent
priorities that were jointly set up by the authors of the software and observations of the behavior of the users. (It
is possible, of course, that such a system might suggest a link based on regularities in my writing or word use
that I was totally unaware of and might find very helpful.)
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EMBODIMENT

In contrasting a kind of place with a kind of hypertext, we need to remember that our embodiment, our being-in-place, is
far stronger and denser than our being-in-texts, even though places can be seen as a kind of text-ure. Being in position
and being oriented in place can be oppressive or liberating in ways that text cannot manage. (The two may tend to
come together as texts become multimedia and then mutate toward virtual realities.) Because embodiment is
unavoidable (even virtual places are such because they offer some analogue to embodiment), design in the traditional
sense remains very important amid all the talk about linkage and virtualities.

NEW CONNECTIONS

Many hypertext implementations that are richer in features than the Web make use of link servers, so that
different sets of links can be set up on the same base text. Most of these are only laboratory demonstration
projects, but there are some annotation services that let readers add comments or links to web pages, though
the results are available only to those who subscribe to the same link servers. While link servers enrich the
hypertextual features of texts, they tend to create individualized sets of links, which make it more difficult to
change normative textual connections for a community. What they can do is alter the idea of normative textual
connections, replacing them with published sets of links, some of which may become accepted and normative.

It is difficult to envision a place analogue to this process, because physical adjacency and architectural effects
are "there" whether or not they are intended. Their effects on my building and my activities are not intentional
links, nor are they avoidable. The car wash next door, or the threateningly large office building down the block,
cannot be wished away or made invisible by linking around them. On the other hand, physical adjacencies and
architectural effects provide possibilities for exploration and new connection in an intermediate zone (->TWO
SPATIALITIES) between invisibility and fully intentional linkage.

VIRTUAL SPATIALITIES

It might seem that in virtual places there would be a collapse of the distinction (->MEANING AND INTENTION )
between physical proximity and intentional linkage. The grammatical place-connections would be the same as
the virtual spatial connections establishing the virtual world. However, this is not so; the distinction does hold for
virtual places, because a virtual place does not have to occupy the whole of a virtual area. It's true that the
underlying connections in a virtual world are intentionally designed, but that does not make them the same as
the normative or grammatical connections that select out certain areas (->RHETORICAL CONNECTIONS)
within that virtual world as parts of a socially grammatized place.

For instance, if a virtual world made available virtual real estate for development, my virtual place could find
itself next to new places outside my control -- I didn't want a virtual McDonald's next door -- and this would affect
the meaning of my place and also allow non-grammatical explorations and connections, just as happens in
physical space.
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Figure 3.1 – Map of the hypertext dissertation Hypertext and Suburbs, from Assembly by David
Kolb (http://abacus.bates.edu/~dkolb/dkht/index.html).
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3.2.2. Relations between nodes: an example

Using coherence relations, we now analyse the connections between the dissertation’s

discourse parts at three different levels: discourse relations between nodes; discourse

relations between the paragraphs that constitute each node; discourse relations between

the text spans that constitute each paragraph containing links. The complete analysis for

the three levels is reported in Appendix 1, however below a single node example is

provided for the three application levels. Here is an example of application at the level

of connections between hypertext nodes (see also Appendix1.1.).

TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense that
geographies or trajectories of action do one phase here and another phase there. For instance in an auditorium
the stage and the audience area are "next to" one another in terms of action definitions even though they may
be physically separated by the orchestra pit, or, in a large office building two offices on different floors may be
"next to" one another for a sequence of actions that are done first here then there.

But in addition to grammatical next-to-ness, there is normal physical proximity. This may or may not be
grammatically important, but it will have meaning effects. The office just next door to mine may be "miles away"
in terms of its function, so that trajectories of action that pass through my office never go through the one next
door, but because the two offices are physically adjacent, other kinds of interaction will develop. Even if the
employees never eat lunch together, or never speak to one another, the contrast between the two offices will
still function as an overtone of meaning on their official grammatical places. Physical connection also allows the
exploration of new kinds of relations that begin outside of grammatical links.

In a hypertext the difference between these two kinds of connection collapses because the only connections are
the links. In that sense, while the hypertext can be a useful analogue for pointing out the presence of the distant
in the near, and the ways in which suburbs violate the expectations of visible architectural unity, suburbs are in
fact a more complex kind of object because their physicality provides another mode of access and another kind
of connection/unity.

physical proximity -> (<< elaboration) VIRTUAL SPATIALITIES

an overtone of meaning -> (<< elaboration) MEANING AND INTENTION

that begin -> (<< elaboration) TRAVELS AND NEW PATHS

in a hypertext -> (<< elaboration) KINDS OF ADJACENCIES

3.2.3. Relations between paragraphs in a node: an example

In this section we show an example of application at the level of connections between

paragraphs in a node (see Appendix1.2. for all the other nodes).

TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense
that geographies or trajectories of action do one phase here and another phase there. For instance in an
auditorium the stage and the audience area are "next to" one another in terms of action definitions even
though they may be physically separated by the orchestra pit, or, in a large office building two offices on
different floors may be "next to" one another for a sequence of actions that are done first here then there.

But in addition to grammatical next-to-ness, there is normal physical proximity. T his may or m ay not be
grammatically important, but it will have meaning effects. The office just next door to mine may be "miles
away" in terms of its function, so that trajectories of action that pass through my office never go through the
one next door, but because the two offices are physically adjacent, other kinds of interaction will develop.
Even if the employees never eat lunch together, or never speak to one another, the contrast between the two
offices will still function as an overtone of meaning o n their official grammatical places. Physical connection
also allows the exploration of new kinds of relations that begin outside of grammatical links.

In a hypertext the difference between these two kinds of connection collapses because the only connections
are the links. In that sense, while the hypertext can be a useful analogue for pointing out the presence of the
distant in the near, and the ways in which suburbs violate the expectations of visible architectural unity,
suburbs are in fact a more complex kind of object because their physicality provides another mode of access
and another kind of connection/unity.

ENUMERATION

CONTRAST

SIMILARITY
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3.2.4. Relations between text spans within a paragraph of a node: an example

This section presents an example of CCR application at the level of connections

between text spans that compose each linked paragraph (see Appendix 1.3. for all the

other nodes). In this node two paragraphs contain links, so two paragraphs have been

analysed.

TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense that
geographies or trajectories of action do one phase here and another phase there. For instance in an auditorium
the stage and the audience area are "next to" one another in terms of action definitions even though they may
be physically separated by the orchestra pit, or, in a large office building two offices on different floors may be
"next to" one another for a sequence of actions that are done first here then there.

But 
1

in addition to grammatical next-to-ness, there is normal physical proximity. 
2.a

This may or may not be

grammatically important, but 
2.b

it will have meaning effects. 
3.a.1

The office just next door to mine may be

"miles away" in terms of its function, 
3.a.2

so that trajectories of action that pass through my office never go

through the one next door, but 
3.b.1

because the two offices are physically adjacent, 
3.b.2

other kinds of

interaction will develop. 
4.a.1

Even if the employees never eat lunch together, 
4.a.2

or never speak to one

another, 
4.b

the contrast between the two offices will still function as an overtone of meaning on their official

grammatical places. 
5

Physical connection also allows the exploration of new kinds of relations that begin
outside of grammatical links.

In a hypertext the difference between these two kinds of connection collapses because the only connections are
the links. In that sense, while the hypertext can be a useful analogue for pointing out the presence of the distant
in the near, and the ways in which suburbs violate the expectations of visible architectural unity, suburbs are in
fact a more complex kind of object because their physicality provides another mode of access and another kind
of connection/unity.

1) (But) in addition
to grammatical
next-to-ness,
there is normal
physical proximity.

2.a) This may or
may not be
grammatically
important,

3.a.1) The
office just
next door
to mine
may be
"miles
away" in
terms of
its
function,

3.a.2) so
that
trajectorie
s of action
that pass
through
my office
never go
through
the one
next door,

3.b.1)
because the
two offices
are
physically
adjacent,

3.b.2)
(but) other
kinds of
interaction
will
develop.

4.a.1)
Even if the
employees
never eat
lunch
together,

4.a.2) or
never
speak to
one
another,

4.b) the
contrast
between the
two offices
will still
function as
an overtone
of meaning
on their
official
grammatical
places.

5) Physical connection also
allows the exploration of new
kinds of relations that begin
outside of grammatical links.

ELABORATION

CAUSE

CAUSE

ELABORATION

C.CAUSE

ALTERNATIVE

2.b) but it will
have
meaning
effects.

C.CAUSE

ELABORATION

CONCESS
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TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense that
geographies or trajectories of action do one phase here and another phase there. For instance in an auditorium
the stage and the audience area are "next to" one another in terms of action definitions even though they may
be physically separated by the orchestra pit, or, in a large office building two offices on different floors may be
"next to" one another for a sequence of actions that are done first here then there.

But in addition to grammatical next-to-ness, there is normal physical proximity. This may or may not be
grammatically important, but it will have meaning effects. The office just next door to mine may be "miles away"
in terms of its function, so that trajectories of action that pass through my office never go through the one next
door, but because the two offices are physically adjacent, other kinds of interaction will develop. Even if the
employees never eat lunch together, or never speak to one another, the contrast between the two offices will
still function as an overtone of meaning on their official grammatical places. Physical connection also allows the
exploration of new kinds of relations that begin outside of grammatical links.

1.a
In a hypertext the difference between these two kinds of connection collapses 

1.b
because the only

connections are the links. In that sense, 
2.a.1

while the hypertext can be a useful analogue for pointing out the

presence of the distant in the near, 
2.a.2

and the ways in which suburbs violate the expectations of visible

architectural unity, 
2.b

suburbs are in fact a more complex kind of object 
2.c

because their physicality provides
another mode of access and another kind of connection/unity.

1.a) In a
hypertext the
difference
between these
two kinds of
connection
collapses

1.b)
because
the only
connectio
ns are
the links.

2.b) (In that
sense,)
suburbs are in
fact a more
complex kind of
object

2.c) because their
physicality
provides another
mode of access
and another kind
of
connection/unity.

2.a.1) while the
hypertext can
be a useful
analogue for
pointing out the
presence of the
distant in the
near,

2.a.2) and the
ways in which
suburbs violate
the
expectations of
visible
architectural
unity,

ELABORATION

CAUSE

CAUSE

CONCESS
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3.2.5. Analysis’ results and interpretation

Such differentiated analysis, originally aiming at verifying the applicability of

coherence relations to hypertext discourse, reveals that at different levels the plausibility

of the judgements (Mann and Thompson, 1988) that can be made about discourse

connections varies, as well as the recurrence of relation types that hold between nodes,

paragraphs and text spans. The findings for all the nodes at the three levels are

summarised in Table 3.4 below and subsequently discussed.

DEFINING PARAMETERS SPECIFIC FORM BETWEEN
NODES

BETWEEN
PARAGRAPHS

BETWEEN
TEXT SPANS

CAUSE 9POS.

CONDITION 3

CONTRASTIVE CAUSE 3

SEMANTIC

NEG.

CONTRASTIVE CONDITION 2

ARGUMENT 3 (elaboration?) 7POS.

BACKGROUND 7 (elaboration?) 2

CAUSAL

PRAGMATIC

NEG. CONTRASTIVE ARGUMENT 1

SIMILARITY 6 5POS.

LIST 6

CONTRAST 12 2

SEMANTIC

NEG.

ALTERNATIVE 1 3

ENUMERATION 1 3 21POS.

ELABORATION 16 8 31

ADDITIVE

PRAGMATIC

NEG. CONCESSION 2 9

TOTAL RELATIONS FOR EACH LEVEL OF CONNECTIONS 27 32 104

Table 3.4 – Results of the application of CCR to the analysis of discourse connections between
nodes, between paragraphs and between text spans in Hypertext and Suburbs, from Assemply by
David Kolb.

In general we can say that the subject of the argument, the particular approach to

hypertext adopted by Kolb and the very fact that it is an argument determines the

recurrence of certain relations and discourse patterns. That is, the fact that the argument

develops around a comparison is responsible for the recurrence of the several similarity

and contrast relations within nodes; from Kolb’s ‘regional’ approach to hypertext

argumentation depends the fact that elaboration and background relations tend to prevail

between nodes; and the fact that this piece of hypertext is an argument determines the

presence of so many pragmatic relations. However, each of these aspects needs to be

explored more in detail. As we said above, apart from analysing in terms of CCR the

relations between nodes, we also analysed the relations between the different paragraphs

of single nodes, and between the text spans of single paragraphs, comparing the
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recurrence of different relations between and within nodes, and between nodes and the

text spans surrounding links, to verify their distribution.

As shown in Table 3.4, of the 104 relations holding between the text spans of the

paragraphs containing links, the greatest number consists of elaboration relations (31),

followed by enumeration relations (21), concession and cause (9), argument (7), list (6),

similarity (5), contrastive cause, condition and alternative (3), contrastive condition and

contrast (2), and contrastive argument (1). The fact that elaboration and enumeration

relations are very numerous with respect to the others shows how the argument

develops by progressive accumulation of argumentative elements, as well as showing its

level of articulation and potential richness from the content point of view. In general the

various relations that one would expect to find in argumentative discourse can be

detected at this level of analysis. In particular, the fact that a good number of causal

relation types is observable at this level shows that here is where the logical structure of

the argument properly articulates: as we have seen8, causality constitutes the strongest

kind of connection between two discourse parts, which makes each one more dependent

on the other. Also, at this level the discourse articulation is often indicated by

connectives, which makes the interpretation of relations more straightforward.

At the level of relations between paragraphs within a single node, however, the picture

seems to be different. Of the 32 connections identified in total between paragraphs, 12

can be interpreted as contrast, 6 as similarity, 8 as elaboration, 3 as enumeration, 2 as

concession, 2 as argument, 1 as alternative. Causal relation types are absent at this level,

whereas, in proportion to the total number of relations, similarity and contrast have

greatly increased, indicating that it is at this level that the construction of the parallel

between hypertext and suburbs is articulated. Despite being additive relations, contrast

and similarity constitute powerful elements of text coherence, as they trigger effects of

conceptual juxtaposition that help the reader construct a strongly structured mental

representation of the argument. In this case, for instance, the pattern of the comparison

presenting both similarities and contrasts works as an axis along which the conceptual

structure of the discourse develop. In general, partly because the argument is

constructed along a parallel, and partly because the related discourse units are still rather

short, the relations between text chunks are still easily interpretable.

At the level of relations between nodes, the picture changes again. Of the 28 links inter-

connecting the hypertext’s nodes, 16 seem to be interpretable as elaboration relations, 7
                                                
8 See Chapter 2.
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as background relations, 3 as possible argument relations, 1 as enumeration. That is,

almost all the connections between nodes seem to consist of elaboration or background

relations, with the exception of the links originating from the starting node. In this node,

in fact, the hypertext author succinctly lays out all the elements of his argument - the

parallel between hypertext and suburbs, without supporting any of the claims that he

makes, which are being supported by the arguments provided in the nodes connected to

the starting node. Moreover, one of the two elaboration links from the starting node

leads to a dead end node, from which the reader has to return, while the other

elaboration link leads to a node that reformulates the parallel between hypertext and

suburbs in more general terms, restating its usefulness this time from the point of view

of suburbs (as opposed to the point of view of hypertext). Apart from this beginning, the

rest of the nodes seem to provide for each other elaboration or background information,

which helps the understanding of claim-argument structures presented within single

nodes, and that are echoed and reinforced by the background and elaboration

information provided by the connected nodes. In general, though, making plausibility

judgements about each connection was less straightforward than it was at the other

levels of analysis, for a number of reasons, due to the lack of explicit connectives,

aggravated by the size and complexity of the nodes.

From these data, it seems that the main structural moves of the argument are kept

compact within any single node (except for the links originating in the starting node, in

the way that we have seen), leaving the connections between nodes to elaborate the

main concepts and comparisons drawn within the nodes, and to provide one another

with the appropriate context. This means that each node constitutes a relatively

accomplished and independent argumentative unit. The starting node presents the main

claims and counterclaims of the dissertation, each corresponding argument being

contained in the nodes immediately connected to the first one. In turn, then, the content

of those nodes is elaborated or provided with a context by other nodes, in a movement

of progressive argumentative expansion.

This analysis of the hypertext’s structure exactly reflects what David Kolb himself

describes as his approach to hypertext (Kolb, 1997)9. Relations that are structurally

more important for the development of an argument tend to be expressed within single

nodes - because they connect discourse parts that are subordinate to each other and

therefore dependent on each other, that is, because they constitute the logical passage

                                                
9 See Chapter 1.
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from one stage to the other of the reasoning. This tendency to maintain the integrity of

the text fragment containing those relation types reduces the occurrence, between nodes,

of such structurally important relations. Instead, less structural, and therefore weaker,

relation types tend to characterise the connections between nodes – because they hold

between logically non-subordinated discourse parts and therefore are non-dependent on

each other. The fact that these are ‘looser’ relations, though, makes their recognition or

definition less straightforward.

We have seen how hypertext argument writers are not too reliant on the medium’s

interactivity and non-linearity. This example shows very well that hypertext writing still

tends to be ‘textual’ - as opposed to hypertextual - since writers tend to choose not to

establish structurally essential relations outside the single node, that is, outside the

single hypertext discourse unit: in so doing they would expose their discourse to the risk

that the reader might not come across passages that are structurally essential to the

coherence of discourse, which would compromise the integrity of the argument

structure and therefore its effectiveness10.

As described by Carter (2000), a strategy to handle the fragmentation of hypertext

argumentation consists of producing relatively self-sufficient nodes, that is, nodes that

contain the crucial connections and passages of the argument within themselves already.

The result is that the connections between nodes end up being less structurally critical,

while their role is rather to produce a “reinforcement” effect through which the content

of single nodes would be amplified and expanded. This way, different nodes tend to be

more like variations, explorations, amplifications of one another, rather than

constituting one another’s completion. Consequently, the argument seems to progress

across discourse units that produce resonance effects with one another, in a motion of

progressive expansion, as exemplified in the analysed example.

A consequent aspect of this approach is that nodes tend to be rather large and quite

articulated (as in the analysed example), which, as we have seen, makes it more difficult

to determine what relation exactly holds between two nodes. In other words, the longer,

more complex and more autonomous the related units, the more general the relation

becomes that can be inferred between them. And among the different relations that we

have found, background and elaboration are the most generic of all, the ones in which

the related units are most structurally independent from each other. Ultimately, this

aspect is also a consequence of the paratactic construction that often characterises the
                                                
10 Unless, of course, the hypertext system could enforce link following.
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connection between hypertext nodes, where the interpretation of relations cannot count

on the information provided by connectives, and therefore it may be more plausible to

infer background or elaboration relations rather than other more committing relation

types. This could explain what Miles-Board et al. (2002; Miles-Board, 2003) observed

about connectivity in content regions on the Web: the fact that Associative Writing is

mostly expressed in form of elaboration and background relations (through what he

calls reference links) – between a page in which a subject is presented  and a target page

containing elaboration or background information that expands or contextualises the

information provided in the source page.

3.3. Expressing hypertext coherence relations

In sum, we propose from these analyses that cognitive coherence relations constitute an

effective analysis tool. Their application reveals relevant elements of the argument

construction and confirms important aspects of the argumentation strategy adopted by

the author. If cognitive coherence relations can be productively applied to the analysis

of hypertext link taxonomies and arguments, then they could be used as structuring

principles in hypertext discourse representation. As far as semantic hypertext is

concerned, cognitive coherence relations could support the construction of link

taxonomies for semantic hypertext systems, to make sure that all the important relations

are represented at least at the general level and that their organisation follows rigorous

criteria. As far as web based hypertext is concerned, cognitive coherence relations could

be used to offer scholars broad typologies of discourse connections to refer to in their

Associative Writing (Miles-Board et al., 2002). As far as spatial hypertext is concerned,

cognitive coherence relations could be used in their primitive form to define minimally

committing conditional rules to support the emergence of hypertext argumentation

structures11.

Finally, as far as our approach is concerned, cognitive coherence relations could be used

to define basic hypertext discourse connections, not with the purpose of labelling the

links between nodes - as it happens when link taxonomies are used, nor of indicating

link types within nodes’ text - as it happens in most web based hypertexts, nor with the

purpose of classifying nodes’ content - but rather, with the purpose of defining

                                                
11 See Chapter 1.
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alternative ways of consistently representing such basic discourse relations in hypertext

in  general, and in argumentative hypertext in particular.

We have seen12 how in text the recognition of coherence relations is facilitated and

driven by cohesive devices, through which writers can formalise the cognitive

connections holding their discourse together. However, such linguistic facilitators

cannot be used as easily (and in fact they tend not to be) in hypertext: linguistic

cohesive devices can properly be used in linear text, since they indicate the connection

between two specific discourse segments that find themselves in a certain order, within

a specific hierarchy, whose parts are all visible to the reader; moreover, in text each

discourse part is univocally connected to the others, whereas in hypertext a single node

can be the target of several links coming from different source nodes. In other words, in

hypertext, a node may find itself connected to different nodes and different readers may

come across it through very different paths, which makes the use of both anaphoric and

connective devices problematic13. It is not by chance that in the hypertext example that

we have analysed connective and anaphoric signs are not used at all to establish

connections between nodes - and this is all the more true for nodes that are multiply

connected. Therefore, if cohesive signs are to be used at all in hypertext, they cannot

really be part of the node’s text, rather they have to characterise the connection between

nodes through features that remain “external” to the nodes themselves.

These features, though, do not necessarily consist of labelling links, as in semantic

hypertext systems (for instance, Thuring et al., 1991; Streitz et al., 1992; or Marshall et

al., 1991). It is true that, according to the cognitive approach, coherence relations are a

type of ‘necessary’ inference that a reader needs in order to achieve coherence and to

interpret the relationship intended, and when they miss the intended coherence relation

or gets it wrong, he has not understood the text (Sanders and Spooren, 2001). However,

the text still leaves the readers space for making decisions, especially when the

construction is paratactic. Again, according to the cognitive approach, the whole

relation interpretation process is influenced and steered by connectives and other

relational signals to assist the reader in producing the correct interpretation. However,

signalling a relation (as normally happens in text) is not the same as enunciating it (as

happens in semantic hypertext), that is, the types of signals used in text still require the

interpretative work of the reader. In fact, to produce certain rhetorical effects, many

                                                
12 Chapter 2.
13 See Chapter 1 and 2 and also see ref.
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times non-specific connectives are used in argumentative texts, which lend themselves

to different interpretations14. In cases in which the discourse construction is paratactic,

as often happens in hypertext and as we have seen in the example that we have

analysed, this interpretation work on the part of the reader becomes more of an

enterprise.

In other words, if coherence is a cognitive phenomenon that characterises the process of

building and maintaining a mental representation of a text rather than the text itself; if it

is a cooperative achievement between the writer and the reader; if it is based on the

linguistic context, the cultural context and encyclopaedic knowledge of the reader

(Bublitz, 1999)  15; then, text relations are inherently susceptible to being interpreted in

different ways. This susceptibility, this irreducible openness, is crucial for the fruition of

the discourse conveyed by the text, and, for the reasons discussed above, it ultimately

constitutes a crucial characteristic of hypertext discourse. We have previously suggested

that leaving space for the reader to deliberate over the relations holding between text

parts is important to gain the reader’s adherence to the author’s vision16. Because,

despite the fact that, given such space, the reader might misunderstand the text and miss

the author’s point, the gradual and progressive, back and forth, constructive work that

the reader engages in allows him to actively re-construct the journey to the author’s

vision. Therefore, at least in the phase of argument reading, this interpretative space,

this ambiguity, ought to be preserved.

On the basis of these observations, we propose that in hypertext discourse, and in

particular in argumentative hypertext, 1) cohesive devices could be used to suggest a

sense of structure between the nodes, 2) these cohesive devices could be “external” to

the text content of the node, and 3) the meaning of each cohesion sign could be left to

individual interpretation, that is, the individual could be given the space for making

interpretations about the hypertext connections. In the next chapter we will show how a

                                                
14 For instance, we have seen that a high level connective like and can be used both for signalling additive
or causal relations: if I say “Yesterday it was raining and the streets got all wet”, and is probably
signalling a causal relation; however, if I say “Yesterday I went to the hairdresser and I did some
shopping”, and is probably signalling an additive sequential relation. Finally, there can be ambiguous
cases in which the relation signalled could plausibly be either additive or causal: if I say “Yesterday I
picked up my pay cheque and I paid the bills”, and can signal both an additive sequential relation
(because I might simply being accounting a sequence of actions that I made yesterday), as well as a causal
conditional relation (because the fact that I was able to pay the bills depends on the fact that I received my
pay cheque). In cases like this, factors that are external to the text (and not just internal ones) can
determine the reader’s decisions.
15 See section 1 of this chapter.
16 See Chapter 1.
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different set of cohesive devices are at work in cinematic discourse, how the hypertext

medium shares fundamental affordances with the cinematic medium, and how the way

discourse coherence is achieved in film provides a picture of how it could be achieved

in hypertext discourse presentation.



 Clara Mancini, 2003

CHAPTER 4

HYPERTEXT COHERENCE AS CINEMATIC COHERENCE

In this chapter the use of visual and spatial features in hypertext discourse is
discussed from a cinematic perspective. Among the different theoretical
frameworks that throughout the years have been used to analyse the
hypertext medium, it is proposed that cinematic theory seems to best
account for its linguistic potentialities. Therefore, theoretical work relating
the cinematic approach to hypertext is presented and, based on the parallel
between hypertext nodes and links on the one hand, and cinematic shots
and edits on the other, the connection between cinema and hypertext is
analysed in detail. Elements of cinematic theory are presented and a
conventional set of cinematic rhetorical patterns is described. Based on the
connection between cinema and hypertext, it is suggested that the way in
which in cinematic language rhetorical connections are signalled provides
insights into the way, in turn, in which hypertext could use visual and
spatial features to mark discourse coherence relations and shape
recognisable rhetorical patterns.

4.1.  The roots of the connection between hypertext and cinema

Over time the connection between cinema and hypertext has been established in a

number of ways. However, this connection has often only been superficial, as - to quote

Miles (1999) - it has either concerned the exploitation of the “pictorial qualities”

(p.217) of hypertext or simply the use of images “to embellish and add ‘depth’ to

otherwise monocultural textscapes” (p.218) (like in Joyce and Moulthrop). Even in

more advanced hypertext work that presents a “cinematic allure” (p.218) (like

Hypercafé; and textMorphs), Miles still identifies the limits of a literal reduction of the

cinematic into a medium whose theory and practice are already dominated by the

“linguistic and grammatical order of the word” (p.218).

Similarly, a number of commonly used computer applications (like PowerPoint, or

Flash) that allow the construction of hypermedia, provide a wide range of cinematic

‘effects’ (such as dissolve, fade, zoom-in/out, etc.), without necessarily leading to the

construction of ‘cinematic hypermedia’. These features can effectively be used to

produce attractive and entertaining interactive presentations. Those presentations,

however, are not any less literary or any more cinematic just because the features that

embellish them are borrowed from the cinematic practice. As Miles points out, the

extent to which a hypermedia is ‘literary’ or ‘cinematic’ depends on the extent to which
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it is dominated by the linguistic and grammatical order of the word, or by the visual and

rhetorical order of the image1.

However, this reduction of the cinematic in a literary hypertext is not so surprising, if

we consider that cinema itself has undergone a major literary reduction during the

evolution of its own language  - both in practice and in theory (Jost, 1987; Gaudreault,

1989). What Bordwell (1987) describes as Classical Hollywood cinema is based on

transparent narrative models aiming at the representation of logical cause-effect

sequences of events in coherent space-time worlds. Such representation relies on

rhetorical patterns whose role is to facilitate the interpretation of the images passing by

on the screen through an unambiguously ordered narration. It is not by chance that, in

developing a narrative theory of cinema, narratology has provided a very useful

framework (Metz, 1968/74).

Cinematic avant-garde movements (such as the Russian avant-garde, the Frnech

Surrealism and Nouvelle Vague, etc.) in different periods sought repeatedly to show

how this is not the only way cinematic language might have developed, but such

conceptions of the medium never entered the mainstream production and always had a

relatively short life. However they gave cinema a chance to push its linguistic and

expressive forms much further than the mainstream cinematic industry ever felt the

need to push them, and to re-open the moving image to its primordial polysemy (Biro,

1982). And it is during one of these avant-garde experiences, we believe, that cinema

came as close to hypertext as it possibly could.

For Miles (1999) hypertext is cinema’s revenge on the word. In fact, we would like to

add that cinema started to take its revenge on the word already in the 1960s, during

cinematic movements like the French Nouvelle Vague, and with cinematic authors like

Alain Resnais. Not only did these artists deconstruct the conventional rhetoric of

mainstream cinema by breaking up the linearity of classical narration and leaving the

viewer to find and choose all the possible connections between discourse fragments.

They also had their scripts written by authors from the literary Nouveau Romans (like

Marguerite Duras and Alain Robbe-Grillet), whose narrative structures became more

and more fragmented, and whose literary style became more and more ‘pictorial’ as

they went on writing for those cinematic authors.

                                                
1 What we mean by visual and rhetorical order of the image will become clear later on.
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At the time, though, neither the cinematic authors of the Nouvelle Vague nor the literary

authors of the Nouveau Romans possessed a medium capable of sustaining what they

were trying to achieve: freeing the polysemy of the cinematic or literary image from the

semantic constraints of linear editing and writing, viewing and reading. They were

working with media that were technically linear, and could only push them to a limited

extent before polysemy became unintelligibility (Ropars-Wuilleumier, 1970). To go

further and definitely break through the narrative linearity, they would have needed a

medium with the same technical characteristics that hypertext has, a medium that was

capable of reifying interactive viewing and reading paths, allowing viewer and reader to

give discourse fragments alternative arrangements in a sensitive discourse space.

In other words, we would like to suggest that it is in this off-stream European avant-

garde cinema of the 1960s and ’70s that the genesis of ‘cinematic’ hypertext writing can

be traced. In this cinema, script-writers work side by side with directors, the cinematic

image generates directly from their word and their word is born as image already

(whether it is for the screen or for the book). In this cinema, connections that refuse to

establish a univocal continuity of action, time and space in the fictional world reveal the

presence of a previously hidden ‘writing machine’. It is in this cinema, we believe, that

the “allure of the cinematic” (p.218) immanent to hypertext (Miles, 1999) expresses

itself most fully. Therefore, it is in looking at this cinema that one understands why

hypertext theory needs to look at cinematic theory and practice in order to grasp

fundamental aspects of hypertext as a medium.

The focus of this connection between cinema and hypertext is the equivalence between

the cinematic edit and the hypertext link. In particular, Miles looks at them as moments

of transitions from one discourse unit to the other (Miles, 1999; Miles, 2001), from

what is known (the discourse unit being displayed) to what is unknown (the discourse

unit that is to come). Like the edit, a link is a ‘risky promise’ to get somewhere further

on a coherent path, to get to something connectable to (that is, that coheres with) what

has already come. And like with the edit, the hypertext reader gives this promise great

credit: “If this link has taken me to this node, this node must be somehow connected

with the node that I come from…and I will find out how.”, or “There is a link here, it

must take me to something related to this node or words…what will it be? How am I

going to connect it to what I have got here?”2.

                                                
2 These are my words, as in the sentences reported in brackets two lines below.
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For Miles this moment of suspension, experienced by the hypertext reader with trust

(“this must take me to something relevant”) and anxiety (“what will I find and will it

make sense?”) at the same time, would be emblematically expressed in cinema by the

figure of the dissolve. Most of the time, the edit makes itself as invisible as possible to

minimise the disruption to the continuity of the fictional representation. With the

dissolve, though, the edit acquires duration and corporeality, which gives substance to

the performance of the transition, and materialises the ‘joints’ of the cinematic

discourse at the expense of the narration’s transparency.

Giving the cinematic transition duration and corporeality, however, is not the only way

of making the edit perceivable. The edit does not only perform the syntactic transition

from one shot to the other, it also connects “separations” (Miles, 1999), that is, it

establishes a semantic connection between originally separated fragments. This

connection takes the form of the juxtaposition between two shots, that is, between two

units of meaningful content. To ensure the continuity of the representation and the

fluidity of the narration, in the praxis of classical cinema the juxtaposition of shots is

regulated by a number of formal criteria. These criteria are relatively flexible, but their

violation is tolerable only to an extent, beyond which any sense of continuity, fluidity,

and therefore transparency gets lost. At that point, the flowing becomes jumping and the

game of juxtapositions becomes self-evident, liberating the force of the juxtaposition act

itself. This is what happens with the cinema of Resnais and Godard, and this is what

utterly characterises the hypertext experience, where the juxtaposition act is arranged by

the author, but is accomplished by the reader himself (Mancini, 2000; Mancini and

Buckingham Shum, 2001).

4.2.  Cinematic language and cinematic coherence3

Cinematic signification is based on the juxtaposition of shots, by which the film’s

discourse is generated. The shot is the cinematic minimal linguistic unit (the frame

being the minimal technical unit), which, in semiotic terms, is the equivalent of a

linguistic enunciation (i.e. the simplest shot is already a rich semantic unit). By

juxtaposition, such ‘self standing fragments’ generate the film discourse before the

viewer's eyes: a series of related shots constitutes the sequence, a series of related

sequences constitutes the macro-sequence, and a series of related macro-sequences

                                                
3 This section is largely based on the contents of previous publications: Mancini, 2000; Mancini and
Buckingham Shum, 2001.
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constitutes the film. Relations between shots, sequences and macro-sequences are to be

established at different levels and in multiple ways. The practice of reading cinematic

text precisely consists of establishing connections between shots, and the ability to read

consists of being able to establish coherent connections4.

This ‘cinematic literacy’ is acquired over time through exposure, and consists of

becoming acquainted with the representational conventions and patterns that regulate

the cognitive connection of shots. The most basic of these conventions and patterns

progressively developed through a process of ‘cultural selection’ that took half a

century of cinematic practice since the birth of the medium. All along they have been

guiding the viewer’s interpretation of the shot chain, allowing him to construct a

coherent cognitive representation of the film’s discourse. Due to the iconic and

indexical nature of the medium and the semantic complexity of its minimal linguistic

units, though, these conventions and patterns do not constitute a grammar, they

constitute a rhetoric. That is, in contrast to natural language, which responds to

grammatical rules as well as to rhetorical conventions, cinematic language only

responds to rhetorical conventions, that is, cinematic language has no grammar. And

this is due to the nature of the cinematic signifier.

The minimal linguistic unit of natural language is the phoneme, a non-signifying

differential element, whose combination generates morphemes (words) successively

articulated to generate the enunciation (De Saussure, 1922). However, while the

phoneme is a symbolic abstract element, the shot is an iconic and indexical semantically

rich element (Peirce, 1931-35), which, in semiotic terms, is the equivalent of a linguistic

enunciation (Metz, 1974). In natural language the association between the signifier and

the signified is non-motivated, that is, the correspondence between them is generally

convention-based5. This means that in natural language abstract concepts can be

explicitly expressed, while the user refers to a mental representation of the concrete

experiences that have lead to the development of that abstract concept in the first place6.

                                                
4  Since the meaning of any single shot changes depending on how it is connected to the others, this is a
crucial aspect of the reading practice. Kuleshov’s experiments (which re-sequenced the same set of shots
to tell different stories) are famous for providing evidence of this phenomenon in cinema (Kuleshov,
1974).
5 For instance, the word “dog” has nothing in common with its meaning, that is, with the concept (mental
representation) of the animal to which it refers.
6 For instance, the concept of love is associated in my mind to a series of concrete experiences and
situations in which that abstract concept manifests itself and that have allowed me to develop that
cognitive category. However, natural language enables me to explicitly express that abstract concept,
without having to explicitly refer to all those experiences and situations that I associate with it.
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In contrast, because the cinematic sign is produced through the technical mediation of

the pro-filmic reality (Metz, 1974), in cinematic language the association between the

signifier and the signified is motivated, that is, the correspondence between them is

much less convention-based. And this means that cinematic language expresses abstract

concepts in a more implicit way, through the re-presentation of concrete elements

(situations and events), leaving the viewer to construct additional layers of meaning by

interpreting what is displayed on the screen7.

As we have seen8, in natural language the connections between enunciations (which are

the equivalent of the cinematic linguistic unit) can be signalled by morphemes, that is,

cue phrases. Cue phrases express abstract concepts in themselves, that is, they express

the concept corresponding to the specific relation that they signify. For instance, the cue

phrase “because” between the enunciations “I missed the bus” and “I left home late”

expresses a concept of causality, that is, the coherence relation holding between the two

spans of text9. Obviously, the relation would hold and the concept of causality could

still be inferred even if the construction was paratactic, that is, even if the cue phrase

“because” was not there. However, the point is that natural language is capable of

directly indicating an abstract concept like causality, entirely independently from the

content of the related text spans.

In cinema, however, connective and cohesive devices like cue phrases do not exist, for

the reasons that we have explained above. In cinema there are no formal elements that

indicate a specific abstract concept, and especially the abstract concept of a discourse

connection. This means that cinematic connections are fundamentally always paratactic

and they are established not on the basis of a grammatical sign, but on the basis of a

number of contextual elements. That is, to know that a connection is meant to hold

between two shots, I need to see a whole sequence (or at least a good section of it)

before I am able to get a global picture of whatever is represented and identify the

relations that hold between the different shots. For instance, if a shot shows a character's

eyes and the following shot shows a green landscape, then the user interprets the second

shot as the character's view; but if in a third shot, a camera zoom out from his eyes

shows the character to be in a snowy landscape, then the user realizes that there is a

                                                
7 For instance, the concept of love would be expressed by showing the actions of two people in situations
that provide evidence of the fact that they love each other, and that therefore what exists between them is
love.
8 See Chapter 2.
9 To be precise, the concept expressed consists of a positive, backward, causal relation (see Chapter 2).
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conflict between the two views, and must seek another plausible interpretation for that

edit.

In other words, in cinema linguistic element does not have a univocal and specific

meaning; meaning must be defined contextually, which is why cinematic language

cannot be considered a grammar, but has to be considered a rhetoric (Metz, 1974). As a

consequence, in principle, any cinematic connection tends to be seen as potentially

coherent, as viewers seek constantly to make sense of transitions. From this it also

follows that a connection is not in principle right or wrong, but good or bad, effectual or

ineffectual, as the cinematic sequence has to be deciphered as a structural whole (Miles,

1999).

Interestingly, something similar happens in text whenever there is paratactic

construction. That is, when connectives are not used to indicate the relation holding

between two text spans and two discourse fragments are simply juxtaposed, the reader

is left the responsibility to make a decision about the relation holding between them,

which opens the possibility that more than one relation might hold. As we have seen,

this is supported by experimental evidence that shows that it takes longer for the reader

to identify a relation that is not signalled by a connective10. It is plausible that the extra

time that the text reader takes to decide which relation holds between two juxtaposed

text spans is mirrored into the moment of indecision and anxiety that Miles

characterises as the experience of both the film viewer and the hypertext reader during

the transition between shots and between nodes.

In the next section, we explore how cinematic viewers are enabled to interpret shot

connections in order to recognise discourse structure. First, we describe the cinematic

formal apparatus that authors can use to shape discourse connections, and therefore

structure recognisable discourse patterns. Discourse structure being at the focus of our

attention, we then move on to describe a set of cinematic rhetorical patterns, developed

through the medium’s evolution and referred to in classical cinema. Finally, we talk

about the norms according to which cinematic codes need to be used within such

rhetorical patterns in order for them to be perceived as unambiguous and readily

interpretable.

                                                
10 See Chapter 2, note 10.
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4.3.  Cinematic coherence and cinematic cohesion devices

Although cinematic discourse relations are not explicitly expressed by specific

linguistic devices, a number of formal elements are used by the audience to cognitively

connect and group the shots of a film in ways that facilitate a coherent representation of

the film’s contents. Given the complexity of the cinematic medium and therefore of the

cinematic signifier, these formal elements result from the articulation of several

linguistic parameters. Casetti and Di Chio (1992) group them under five main

categories (as shown in Table 6.1).

CLASSES AND SUBCLASSES OF CINEMATIC CODES

More or less sensitive filmSensitivity

More or less film granularity

Super8 (more realistic effect)

Medium’s codes

Format

35/70mm (more detailed and spectacular
image)

18 frames per sec.Rate

24 frames per sec. (today)

Forward

Sliding codes

Direction

Backward

ReflectingSurface

Transparent

Canvas (based on)

Basic technological
codes

Screen codes

Luminosity

Plaster (based on)

Iconic denomination
and recognition codes

(all the codes that allow us to isolate, identify and
recognise distinct objects)

RenderingIconic transcription
codes

Distortion

FigurationIconic composition
codes

Plasticity

Iconographic codes (determine the organization of complex figures)

Stylistic codes (aspects that reveal the personality and idiosyncrasy of the
author)

Perspective organization (determine distribution of objects
in space with respect to a point)

Screen edges (determine space-in and space-off)

Very long shot

Long shot

Medium shot

Total

Whole figure

American shot

Half figure

Close up

Very close up

Visual codes

Photographic codes

Shooting
modalities

Scale of shots

Detail
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Frontal

Plongée

Angle degrees

Contre-plongée

Normal inclination

Oblique inclination

Inclination degrees

Vertical inclination

NeutralIllumination

Marked

Black&WhiteColouring

Colour

Pro-filmic movements (when it is the reality in front of the
camera that moves)

PanoramicReal camera movements

Dolly

Zoom-in

(visual codes
cont/d)

Movements codes

(movements codes
cont/d)

Apparent camera
movements

Zoom-out

Captions

Subtitles

Titles

Graphic codes
(visual appearance
of text)

Writing form

CharacterVoice

Narrator

Noises (diegetic)

Nature and origin

Music (diegetic and commentary)

In (diegetic from within the visual field)

Off (diegetic from outside the visual field)

Sound codes

Location of the sound

Over (extra-diegetic from outside the represented world)

Association by
identity

Association by
analogy and contrast

Association by
proximity

(ex. Shot/counter-shot)

Association by
transitiveness

Syntactic codes
(montage codes)

Association by
combination

Table 4.1 – Casetti and Di Chio’s classification of cinematic codes’ categories and subcategories
(1992).

Basic technological codes, concern the physical composition of the cinematic message.

Among them are medium codes, like sensitivity to light (films that are more sensitive

also have a coarser grain creating different visual effects) and format of the film

(Super8 gives a more natural and realistic effect, but 35mm and 70 mm give a more

detailed and spectacular image, and allow faster camera movements). Also, among

basic technological codes are sliding codes, like rate (at the beginning it used to be 18
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frames/sec, but nowadays it is 24 frames/sec, with different visual effects) and direction

(which can be the same as the direction of the shooting or contrary). Finally, there are

screen codes, like surface (which can be reflecting or transparent), luminosity (which

depends on whether the material is canvas or plaster), and width (screen can be very

small or very big, and obviously the effect on the viewer is very different).

The second large group is constituted by visual codes, determining the modalities of

representation and the perception of what appears on the screen. They include iconic

denomination and recognition codes (thanks to which we can isolate, identify and

recognise distinct objects within the shot), iconic transcription codes (which determine

the graphic representation of any object according to cultural conventions and

stereotypes), iconic composition codes (that determine the composition of the visual

space within the shot, in terms of grouping objects and putting them in perspective),

iconographic codes (that determine the organisation of complex figures), and stylistic

codes (those aspects of the image that reveal the personality and idiosyncrasy of the

author). Visual codes also include photographic codes, like perspective organisation

(that determine the distribution of objects in space with respect to a point), screen edges

(which discriminate a space-in and a space-off), shooting modalities (determining the

scale of shots – very long shot, long shot, medium shot, total, whole figure, American

shot, half figure, close up, very close up, detail; the angle degrees – frontal, plongée,

contre-plongée; and the inclination degrees – normal inclination, oblique inclination

and vertical inclination), illumination (it makes a difference whether it is neutral or

marked) and colouring (which can be black&white or colour). Finally, visual codes

include movement codes, like pro-filmic movement (when it is the object and the reality

in front of the shooting camera that are moving11), real camera movements  (which may

consist of panoramic and dolly) and apparent camera movement (that is, the zoom in or

out).

Another major group of parameters are the graphic codes, like captions’, subtitles’,

titles’ and writings’ form, determining the appearance of text on the screen, its visual

form.

Sound codes, concerning the nature and origin of any sound, like the voice of a

character or the voice over of a narrator, noises originating in the represented world, and

music originating within the represented world as well as commentary music. Among

the sound codes there also is the location of the sound’s source, which can be in
                                                
11 Pro-filmic being the reality that is in front of the camera and that is being shot.
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(coming from within the space visible in the shot), off (coming from outside the space

visible in the shot, but still belonging to the represented world, that is, the diegetic

world12) and over (coming from outside the represented world and having the role of

narrative commentary).

Finally and very important are the codes of the fifth category: syntactic codes, or

montage codes, determining the criteria of association between shots. Shots can be

associated (edited) by identity (when an element of the image is present in both or all

the connected shots), by analogy and contrast (when the content of one shot is similar

or equivalent to the content of the other shot; when the content of one shot contrasts

with the content of the other shot), by proximity (when we have structure like

shot/counter-shot, or alternate montage), by transitiveness (when the situation presented

in the first shot finds its continuation and conclusion in the second shot) and by simple

combination (when two shots are simply juxtaposed without presenting any connecting

element, as it happens for instance in the conjunction between the last shot of a

sequence and the first shot of the following sequence, with no other elements of

connection provided).

These codes determine the form of each shot and each sequence in the film, and a good

praxis of cinema requires the ability to handle the interaction between them all, while an

intelligible film requires them to be handled according to certain rhetorical conventions

and linguistic norms. Theoreticians like Burch (1969), Metz (1974), Chatman (1978;

1990) and Branigan (1992) have described and categorised these conventions and

norms: the conventions concerning the different modalities in which space, time and

events can be represented; the norms concerning linguistically appropriate or effective

ways of reifying those modalities.

In the next subsection we describe a categorisation of rhetorical patterns that can be

shaped through the cinematic codes just described. Although the use of such codes

determines in first instance the internal organisation of shots, in the economy of this

work we do not discuss the aspect of shot composition (as we have not discussed the

aspect of text spans composition, when talking about text coherence). We take that

aspect for granted to focus on the next level of cinematic composition: the organisation

of sequences. However, we do touch on the aspect of shot organisation when, later on,

                                                
12 Diegetic refers to the fictional world represented in the film, and diegetic is any element that is part of
that represented world.
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we discuss cinematic compositional and transitional norms and provide examples from

a number of films.

4.3.1. Cinematic rhetorical patterns

The first systematic categorisation of cinematic rhetorical patterns is the one proposed

by Metz: La Grande Syntagmatique (“the great syntactic system”). At the highest level,

Metz divides cinematic syntagmas into three major groups: autonomous shots, a-

chronological syntagmas and chronological syntagmas. A syntagma is a large and

articulated relatively independent discourse unit representing the whole of a scene,

which is a narrative section defined by unity of action, time, or space, depending on its

narrative function.

Among the autonomous shots are sequence-shot and autonomous insert. In the

sequence-shot syntagma, a whole scene is shown from beginning to end in a single shot

without any edit cuts, which means that whatever is represented is characterised by

unity of time, space and action. With respect to the pro-filmic, the camera is placed in a

position from which the development of the whole action - for instance a dialogue

around the dinner table - can be followed. Linguistically close to the very origins of

cinema, this is the syntagma preferred by the directors of the Italian Neo-realist cinema,

whose mission was the truthful and least mediated representation of post-war reality.

In the autonomous insert, a detail that is ‘external’ to a scene is brought into that scene

by one short shot. The autonomous insert can be non-diegetic13, when a detail taken

from another world or situation is brought in as term of comparison with the represented

world or situation. For instance, in La notte di San Lorenzo (Taviani brothers Paolo and

Vittorio, 1982), a battle between partisans and fascists takes place in a field, where a

character who loves Homer’s epic poetry is hit by a fascist weapon: by inserting a shot

showing him in a Greek armour being pierced by lances, he is compared to a dying hero

in a Homeric epic.

In the subjective autonomous insert, what is inserted in a single shot is a flash from a

character’s memory or fantasy, obviously external to the reality in which he is being

represented. For instance, in a room a character sees the photo of someone who is dead

and a shot picturing that person alive appears.

                                                
13 Non-diegetic being an element that is (comes from) outside the fictional world. In La notte di San
Lorenzo, set in an Italian village at the time of World War II, the allegory of the Homeric hero constitutes
a non-diegetic insertion.
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In the shifted diegetic autonomous insert, a one-shot flash back or forward appears in

the middle of a scene. This syntagma is similar to the subjective insert, with the

difference that in this case it is not the memory or fantasy of a character to motivate the

insertion of the shot, rather it is the ‘memory’ or ‘projection’ of the film itself. Its

function is to make the viewer ‘read’ the present situation in the light of something

preceding or following it. And since its ‘motivation’ is external to the represented

world, the use of such a rhetorical solution may end up making the narration ‘opaque’

(as opposed to transparent), depending on how its insertion is handled (if the duration is

too short, if the editing is not smooth enough, etc.).

Finally, in the explicative autonomous insert, a detail is inserted into a scene to explain

and make more understandable a situation. For instance, the detail of a letter’s text -

enlarged to the point where the viewer can read the bad news written in it - inserted into

a scene showing a young woman in the act of crying while she reads the letter.

In the group of the a-chronological syntagmas there is the parallel and the bracket

syntagma. In the parallel syntagma a double or triple series of shots alternate

representing different actions taking place. These actions, though, are never converging,

running parallel to one another till the end of the sequence, being connected by some

sort of comparison or contrast but not by any temporal or even spatial relation. For

instance, a sequence representing the day of a poor man and the day of a rich man in the

big city would contrast the different conditions in which they live, the different ways in

which they work, eat, and face the difficulties of life.

In the bracket syntagma, a number of shots are grouped together not necessarily with

temporal or spatial relations, or continuity of action. They simply evoke and put

together situations that have something in common in some respect, by gathering

‘samples’ from those situations. For instance, to represent the horrors of the war, images

of dead, injured, fighting, crying, wandering, and fleeing people can be put together in

one syntagma to be read as a unit.

In the group of the chronological syntagmas there is the descriptive and the narrative

syntagma. In the descriptive syntagma, the shots that find themselves connected

illustrate different aspects or elements of the same place, environment or situation. In

this pattern the dimension of time is suspended, because despite the time it necessarily

takes for the shots to display on the screen, they are meant to be read as simultaneous.

In addition, there is unity of space because the represented elements are meant to

physically coexist. For instance, to describe a forest, a number of shots respectively
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showing an open field, a few trees, animals running around, a landscape, flowers, and

so on, could be put together.

Narrative syntagmas can be of different types. In the alternate syntagma two series of

alternating shots respectively represent the development of two actions. This pattern is

similar to the parallel syntagma, with the fundamental difference that in this case at the

end of the sequence the two actions converge. This means that between the two series of

shots there is meant to be simultaneity, and that the consecutiveness of the shots within

each series is meaningful from the narrative point of view. For instance, in Charlie

Chaplin’s films, the scenes where the police run after Charlie are often represented with

this linguistic solution: shots showing the running policeman alternate with shots

showing the running Charlot, until the two come together in the same shot and Charlot

is caught. This syntagma was an early and fundamental conquest for cinema, because it

freed its language from the constraints of linearity imposed by the medium14.

In contrast to the alternate syntagma, in the linear syntagma the shots are all to be read

consecutively, as illustrating the development of a single action. When the action is

meant to be continuous, that is, when there is unity of time, we have a proper scene.

When the action is represented in a discontinuous way, we have a proper sequence. The

scene is used for short actions whose parts are all relevant and worth seeing, like for

instance in a dialogue. Instead, the sequence is used for longer actions in which only

some parts are narratively relevant and therefore worth representing. For instance, it

would be impossible and irrelevant to represent a battle as a scene, since most likely

representing only a few parts would be enough to give the viewer the information he

needs in the economy of the narration.

Finally, the sequence can be of two types. When it represents the parts of an action that

is extended but is still to be considered as a unit, we have an ordinary sequence. When

it represents distinct episodes that are part of separated actions but need to be

considered to belong to a particular situation or event, we have the episode sequence.

This is the case if, for instance, instead of just representing a single battle, a sequence

puts one after the other a number of little scenes representing the different battles that a

character has been through, or that have happened in a war.

                                                
14 The first examples of this discovery are already from the beginning of the 1910s, and can be found in
Griffin’s films.
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CLASSES AND SUBCLASSES OF CINEMATIC RHETORICAL PATTERNS

Sequence-shot

Non-diegetic

Subjective

Shifted diegetic

Autonomous shots

Autonomous inserts

Explicative

Parallel syntagmaA-chronological syntagmas

Brace syntagma

Descriptive syntagma

Alternate syntagma

Scene

Ordinary

Chronological syntagmas

Narrative syntagmas

Linear syntagmas

Sequence

Episode

Table 4.2 – Metz’s Grande Syntagmatique (1974): a categorisation of cinematic sequence types.

4.3.2. Cinematic compositional and transitional norms

The syntagmas described above, are abstract models of cinematic rhetorical patterns,

and in the praxis of cinema they have many exceptions, as Metz himself admits.

However, they can be identified in films frequently enough to have become established

analysis tools for theoreticians and practical rules for film-makers to follow (as in

classical cinema) – or to break (as in modern cinema). The implementation of these

narrative patterns undergoes a number of norms, the most important of which concern

the editing between shots: it is on the way in which the different shots of a film connect

that the effectiveness of rhetorical patterns depends. The function of these norms is to

make it easy for the viewer to perceive shots as connected to one another, and as

connected in a certain way, making up specific patterns (Burch, 1969).

Essentially these norms place requirements or constraints on the articulation of the

technological, visual, graphic, sound and syntactic codes described above, within each

shot and between different shots. They pertain to the way the formal elements of the

cinematic medium and their interaction across the film are to be handled. That is, they

prescribe criteria for the formal organisation of the whole film, for its parts and their

interaction. The foremost of these criteria is consistency: certain choices need to be

maintained throughout the entire film if the use of the formal elements that they involve

is to be meaningful or acceptable at all. When formal elements are used with

consistency, this creates regularities, and determines the establishment of local codes

that will guide or condition the viewer’s interpretation of the film.

A film’s language is based on networks of regularities working across the film itself:

some characterise the cinematic language in general and come from the cinematic
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practice; others characterise a single film and depend on the particular choices made by

the film makers. In fact, this is a fundamental aspect of cinematic language.  Since, as

we have seen, the meaning of a cinematic sign is not intrinsic but is established

contextually, the practice of setting contexts through the consistent and regular use of

formal elements is the key to deciphering the meaning of any cinematic sign.

For instance, if I choose a black-and-white film, the scale of greys will set the viewer’s

perception, and he will interpret whatever is represented in the movie on the basis of

that zero degree. If then I insert a coloured element or an entire coloured shot, the

viewer will perceive that insertion as meaningful. This is what happens with the red flag

hoisted on the ship in Bronenosets Potyomkin  (Battleship Potemkin, Sergei Eisenstein,

1926) (Eisenstein, 1964) and with the little girl’s red coat in Schindler’s List (Steven

Spielberg, 1995): because everything is in greyscale, the symbol of the communist

revolution represented by the flag screams out even more because it is the only element

to have a colour; similarly, the little girl becomes an individual, a unique human being

because her figure sticks out from the grey mass of the crowd that surrounds her.

In some films, particular lighting is used in certain scenes, while another type of

lighting is used in other types of scenes. In Deserto Rosso (Red Desert, Michelangelo

Antonioni, 1964) red lighting is used to express the unquietness of the main character’s

inner world (Cuccu, 1990). This meaning is established by the fact that the shots in

which she appears or the shots that are meant to represent what she sees have that

lighting. Other films or cinematic schools use visual (iconic, photographic and

movement) codes in a very characteristic way. For instance, in Expressionist cinema,

lights produce very strong contrasts, the actors act in a very dramatic way and wear very

strong make up, the mise-en-scene is full of angles, diagonal lines, and so on.

Apart from consistency, another main criterion determining the use of formal elements

within and between shots is continuity. Continuity is important at the formal level, to

provide integrity to the film as a discourse and as a work of art, but it is also critical as

far as the representation of diegetic space, time and events are concerned. Practically all

the rules of montage have the purpose of establishing continuity between the different

parts of a film, which is the base for the organic unity and fluidity of its narrative. The

most important of these rules concern the linking between shots that are to be read as

parts of one sequence.

For instance, whenever two shots in which the camera is moving are edited, a sense of

continuity will be produced if the movement of the camera is on the same axis in both
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shots. If a sequence represents the bus journey of a child to school showing from his

point of view the streets that the bus drives across, the camera will be moving sidewise

in one direction; if the shots are linked on the same camera movement, this gives the

sense of the continuity of the journey itself, from the point of departure to the point of

arrival. If a director wants to show the same journey setting the point of view outside

the bus in the street, he might have the bus entering a shot from one side and exiting

from the other. To maintain continuity in the linking of the various shots, if the bus exits

the previous shot from the right side of the visual field, typically it will enter the

following shot from the left.

One way of representing a dialogue is to alternate a series of shots respectively showing

the characters engaged in the dialogue. To give continuity and cohesion to the editing,

one of the characters will always be looking towards the right side of the visual field,

while the other character will always be looking towards the left side. This way, it will

seem that they are looking at each other, which gives a sense of continuity to the

physical space in which they find themselves and of their action too. If, instead, the

dialogue is represented from an external point of view and the characters are both

visible in the same shots, then their relative position in the visual field should stay

unvaried from one shot to the other, to give a sense of stability to the representation of

the space and continuity to the action.

Continuity of action often also requires continuity of space, which means that, to

represent in more than one shot an action that is meant to start and end on the same spot

or in one circumscribed place, the scenario of the different shots should remain the

same. If however I want the action to stretch from one place to the other, I have to let

the discontinuity of place show in the connection between the two shots. If I wanted to

show the action of a character moving from one place to another place, while it would

be appropriate that I established the connection based on the direction of his motion, it

would be less so if I did so on the exact continuation of his motion: from the first to the

second shot, the scenario would be different, and it would be impossible that a motion

started in one shot could exactly continue in the following shot, without giving the

viewer the feeling of an artificial connection. However, if it did, and the use of other

formal elements was consistent with it, then it might be meaningful. For instance, in

Hiroshima mon amour (Alain Resnais, 1959), the main protagonist is recounting how

her mother punished her (for having slept with a German soldier) by locking her in the

cellar of the house. She says that the mother “threw” her in the cellar, and when she
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says that, a shot shows her in her room (on an upper floor) being grabbed by the mother

and violently pushed off the visual field on the right side. In the next shot, she comes in

from the left side, with exactly the same speed and her movement being exactly

continuous (which in reality is obviously impossible, since the cellar is a separate place

located two floors below her room). However, the function of that linking is to

emphasise the concept of “being thrown” into the cellar expressed in the dialogue and to

underline the hostility of her family.

The list of examples showing how the criteria of consistency and continuity are

interlaced and constitute basic principles of cinematic language is obviously endless.

Some film schools and film-makers rigorously follow them within the tradition of

classical cinema; other schools and film makers follow them in dialectic with classical

conventions. However, the two criteria of consistency and continuity have to be

followed, as they create the conditions for the intelligibility of any film. In fact, the use

of cinematic formal elements according to the criteria of consistency and continuity

makes the filmic discourse units identifiable and their articulation perceivable. In other

words, the consistent and continuous use of formal elements provide cohesion to the

film’s discourse, and this allows the viewer to construct a coherent cognitive

representation of the film’s content.

4.4.  From cinematic coherence to hypertext coherence

We believe that the way cinematic language works, through the use of its formal

elements according to a number of principles that lead to the activation of certain

discourse patterns, is very relevant to hypertext, especially as far as the problem of

discourse coherence is concerned. The fact that cinematic language is sequential and

based on images, whereas (scholarly) hypertext is interactive and mainly based on

text15, constitutes a technical but not necessarily a linguistic difference, as far as the

discourse construction dictated by the medium is concerned.

As we have seen, the great ‘openness’ of the cinematic shot to multiple connections

comes from its very semantic richness, as well as from the absence of abstract

connectives. And for the same reason that the cinematic shot is such a semantically rich

discourse unit, this openness is also a necessity. That is, the semantic richness of the

shot is due to its iconicity and indexicality, which bind the denotative dimension of the

                                                
15 See Chapter 1.
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cinematic sign to the act of monstration (Gardies, 1981; 1993), the here and now of the

camera mediation. In other words, because what generates the cinematic sign is the

mechanical mediation of the pro-filmic reality, the cinematic shot can only show what

was there when the mediation took place. Categories of space and time, as well as all

abstract concepts, have to be represented from there, through the articulation of “here-

and-now fragments”.

It takes two text sentences, one after the other, to say: “That Winter was incredibly

harsh, and hardly any of the animals in the forest made it to the Spring”. In principle, it

may take a dozen shots to express the same idea through a cinematic sequence, and they

will have to be read not necessarily as a sequence, but according to patterns like for

instance the alternate or the descriptive syntagma16. At the same time, while expressing

that concept, the dozen of shots making the sequence will be expressing many other

concepts. The very consequence of all this is that, despite cinema being, technically

speaking, a linear medium, cognitively speaking it is much less linear than natural

language is, and this makes cinematic discourse much closer to hypertext discourse than

linear, paper based, text could possibly be17.

Furthermore, we have seen how text cohesion is established through connective devices

- cue phrases - which give formal expression to the relations holding between discourse

parts by indicating them at different levels of specificity18 and facilitate their

understanding, while remaining external to the related text spans themselves. We have

also seen how, due to the iconic and indexical nature of the cinematic sign, in cinema

this cohesive function is not exercised by denotative devices that explicitly express the

relation holding between shots. Instead, this function is achieved at a connotative level,

through the concurrent and contextual use of formal elements, according to principles of

consistency and continuity. In this respect too, cinema is closer to hypertext than text is:

although in hypertext the use of cue phrases or labels is possible, its effectiveness is at

                                                
16 For space and spatiality issues in cinema see Gardies (1993), and for time and temporality see Bettetini
(1979).
17 Interestingly enough, parataxis and fragmentation typically characterise the style of Nouveau Romans
writers, with the consequence that often those novels are very difficult to read as pieces of literature, but
much easier to “see” as if they were describing cinematic sequences.
18 For instance, the connective and can simply indicate conjunction (“I had some pasta and I tried the
pudding”), but it can also loosely indicate causality (“I left late and I missed the bus”), or even contrast
(“I like savoury food and she likes sweets”). This is because ‘and’ is a very generic connective, it is very
high in the hierarchy of connectives, and it can therefore be used to indicate different types of relations.
However, for each of them, there will be better indicators (because and but), in that they are more specific
than and is (Knott, 1996). We could then say that connectives like and express connections that are
midway between paratactic and specifically cued connection.
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least questionable, not to say highly problematic. And in fact, they tend not to be used,

which contribute to making hypertext nodes the autonomous discourse units that they

are: self standing cores of contents potentially connectable to many other autonomous

discourse units - just like cinematic shots.

Also, despite scholarly hypertext’s strong reliance on text, and the fact that hypertext

discourse is often made of text nodes (probably “embellished” with images and

graphics), hypertext itself remains a visual medium19. In fact, any text based discourse

unit perceivable on the surface of the electronic screen is, before being anything else, a

luminous visual object in a visual field, the final product of a stratification of codes at

the base of which is a series of zeros and ones. Each hypertext node can have the same

textual content, and yet be visually shaped in many different ways according to a

number of formal parameters: font, font size, font style, window shape, window size,

window background, absolute and relative position on the screen, and so on. As in

cinema, each of these formal parameters holds linguistic potential at the connotative

level, and like in cinema we propose that this potential can be exploited by their

concurrent and contextual use.

Miles makes explicit reference to Metz as he demonstrated how, even if individual shots

are rich discourse units already, it is only when they are articulated in (and are

perceived as) autonomous sequences that they form distinct narrative units (Miles,

2000). Similarly, he also refers to Bernstein and Rosenberg’s work on hypertext

patterns (Bernstein, 1999) and episodes (Rosenberg, 2001), whose recognition and

interpretation as autonomous segments of discourse is crucial to the intelligibility of

structure in hypertext. In other words, like in cinema, fictional and non-fictional

hypertext narration is about developing syntactic series. From the same perspective, we

suggest that the “sequence formed by a series of links” (Miles, 2000, Link Meta-

structures node) that Miles talks about could be represented as a pattern through the use

of formal elements. These formal elements should connote the connection between

nodes rather than the content of the nodes itself, and this should be achieved through a

concurrent and contextual use of them, according to principles of consistency and

continuity.

With Miles, we think that cinematic hypertext, rather than imitating the syntagmatic

structures that cinema has developed over half a century of evolution, specifically for

that particular medium, should investigate the design of recognisable syntagmatic
                                                
19 See Chapter 1.
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structures ‘native’ to hypertext’s technical properties. Furthermore, we believe that the

use of cohesive elements is fundamental in the recognition of these semantic structures,

as they constitute the formal expression of those structures, facilitating the cognitive

representation of hypertext discourse relations. Just as in cinema, it is not the

relationship established by a single edit that is meaningful, but the network of

relationships that can be discerned within the whole structure.

In the next chapter, we define the cinematic syntagmas described here in terms of the

cognitive coherence relations derived from text analysis, and analyse two examples of

cinematic sequences to see if the way in which cinematic features lead the viewer to

interpret discourse connections can be traced back to CCR. In other words, we want to

verify if, being cognitive categories, CCR can be applied to other media, and in

particular to cinema.
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 Clara Mancini, 2003 

CHAPTER 5 

 

APPLYING DISCOURSE COHERENCE RELATIONS TO CINEMA 

 

If coherence relations are a cognitive phenomenon, they should constitute a 
principle of discourse coherence not just in text, but in other media too, at 
least in those in which discourse is generated through the connection of 
discrete discourse units, as happens in cinema. Moving from this 
assumption, in this chapter the same cinematic patterns previously 
described are analysed in terms of Cognitive Coherence Relations 
(mirroring the analysis in chapter 3 with link taxonomies). Following this, 
two cinematic sequences are taken as examples to be analysed in terms of 
coherence relations, interpreting the shot connections that the sequence’s 
visual elements lead the viewer to make. The purpose of this exercise is to 
motivate the idea that hypertext discourse could be shaped in the same way 
as cinematic discourse is shaped, because transitions in both media can be 
described using coherence relations. 

 

5.1. Cognitive Coherence Relations and their applicability to a visual medium 

What makes the CCR theory so interesting with respect to other coherence relations 

theories is that CCR do not just account for text coherence alone, they claim to account 

for cognitive coherence. As previously discussed1 the psycholinguistic approach to text 

analysis considers coherence a cognitive phenomenon, that is, coherence would not be a 

property of text itself, but a property of the cognitive representation of it that the reader 

constructs while reading. The understanding of a text would then depend on the 

coherence of this representation (Sanders and Noordman, 2000).  

From this perspective, all linguistic markers of coherence relations - cohesive devices - 

constitute superficial representations of underlying cognitive connections, which - in 

principle - can be established by the reader no matter whether they are marked or not in 

the text. Although cue phrases are there to signal what underlying cognitive connection 

is meant to hold between two text spans, paratactic connections are frequent in text and 

– depending on the context - they can be still intelligible despite the fact that there are 

no indices there to alert the reader (Sanders and Noordman, 2000).  

If coherence relations are a cognitive phenomenon, determining the cognitive 

representation of text, then they should also constitute a principle of discourse 

coherence in other media that are capable of conveying abstract conceptual categories 
                                                 
1 See Chapter 2. 
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without necessarily being text-based, at least in those media in which discourse is 

generated through the connection of complex discrete semantic units, like in text and in 

hypertext. And since cinema presents these characteristics, the connections holding 

between cinematic discourse units (linguistic equivalents of text spans), as well as the 

connections holding between hypertext nodes (linguistic equivalents of cinematic 

shots), as well as the connections holding between text spans, should be readable in 

terms of cognitive coherence relations, at one or more than one discourse level. At the 

same time, in cinema as in text, it should be possible to signal coherence relations in 

ways that are consistent with the specific characteristics of the medium in question – 

unless they were not represented at all and the connections between conceptual units are 

paratactic. If this is true, then, CCR could constitute a new analytic tool for cinematic 

discourse, and also provide insights into new ways of handling the problem of discourse 

coherence in hypertext. 

To verify the applicability of CCR to cinematic discourse, we have performed two 

CCR-based analyses of non-prose narrative media. Firstly, we analyse the most popular 

set of cinematic rhetorical patterns – Christian Metz’s Grande Syntagmatique (Metz, 

1968)2 – in terms of CCR, and explain in those terms the meaning of cinematic 

transitions. Secondly, we provide a detailed analysis of two filmic examples: a sequence 

from Rear Window, and a sequence from 2001: A space Odyssey. The relevance and 

validity of these applications for the purposes of our investigation are determined first 

of all by the fact that these analysis are performed on discourse structures that, given the 

characteristics of the cinematic medium, either present no equivalent to linguistic cue 

phrases, or make occasional use of formal elements whose semantic value is relative 

and not absolute – that is, their meaning is determined “locally” by their consistent use 

within a single act of discourse (in this case, the film)3. Secondly, although technically 

speaking, cinematic discourse is linear, cognitively speaking cinema is one of the least 

linear of all media4.  

 

5.2. Cognitive Coherence Relations and cinema: la Grande Syntagmatique 

As detailed in Chapter 4, Christian Metz identified and described a number of cinematic 

rhetorical patterns and conventions (referred to as syntagmas), that emerged in a process 

                                                 
2 See Chapter 4. 
3 See Chapter 4. 
4 See Chapter 4. 
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of gradual “natural selection” among all the possible linguistic structures that the 

cinematic medium was allowing, and that reached their more sophisticated stage of 

development within what was defined as Classical Cinema5. Having systematically 

described the Grande Syntagmatique elsewhere6, here we will redefine one by one its 

various syntagmas in terms of CCR. The purpose of the mapping is not to produce a 

univocal interpretation of conventional cinematic syntagmas, but to verify that 

interpreting cinematic patterns through CCR is possible. The fact that there can be more 

than one way of interpreting each syntagma in terms of CCR partly depends on the 

semantic complexity and polysemy of the cinematic sign with respect to the written 

word. Plus, being cinematic syntagmas rhetorical patterns, each of them can be used to 

express infinitely varied contents, and therefore different sets of relations depending to 

the narrative content. Finally, the same narrative content itself can be interpreted in 

different ways at different levels.  

It could generally be expected that in a-chronological patterns, like parallel syntagma 

and brace syntagmas, a-chronological relations, like conjunctiveness and 

disjunctiveness, as well as similarity and contrast, would mainly tend to hold between 

the shots. These relations, though, could be expected in the chronological descriptive 

syntagmas too, because the DS is meant to express simultaneity. For all the other 

chronological patterns, like alternate syntagma, linear syntagma, scene properly called, 

ordinary sequence and episodes sequence, chronological relations, like sequentiality 

and causality, could also be expected to prevailingly hold between the shots. Finally, 

autonomous inserts, sequence shot and insert, could be expected to hold different 

relations with either the rest of the sequence in which they are embedded (as in the case 

of the insert), or with the other sequences (as in the case of the sequence-shot). Below is 

a more detailed analysis of each syntagma. 

The parallel syntagma represents, through alternating shots, different actions taking 

place simultaneously but in different diegetic spaces and without ever converging. This 

usually means that the actions represented find themselves in disjunction with each 

other, that is, the respective shots alternating from each series hold a disjunctive relation 

with each other. At times, though, the parallel actions, although not converging, are 

meant to be considered as complementary and equivalent, non-subordinated, parts of a 

                                                 
5 In fact, in the practice of Classical Cinema these rhetorical patterns are used with more exceptions than 
regularities, as Metz (1968) himself acknowledges and Branigan (1992) shows more in detail, but they 
still work as effective analysis tools. See Chapter 4. 
6 See Chapter 4. 
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larger picture or whole, in which case they find themselves in conjunction rather than in 

disjunction. Obviously, though, the parallel syntagma represents the development of the 

alternating actions, which means that the chronological dimension is represented as 

well, in this pattern, and therefore, that somewhere sequential relations are also holding 

between shots7. They would hold within and between the shots composing each single 

series, that is, representing each single action. 

In the brace syntagma, instead, the temporal dimension is irrelevant, as irrelevant as the 

spatial dimension, after all. In fact, this pattern has an evocative function, that is, it 

constructs the picture of a narrative situation or diegetic reality through ‘samples’ that 

can be completely disconnected, incoherent, from the temporal and spatial point of 

view. Since the different shots are meant to evoke a situation or fictional reality, they 

are meant to be considered as the complementary parts of an organic whole, whose 

coherence is to be found more at an enunciation level than at a diegetic level8. 

Therefore, the relations that could be expected to hold between the shots of a brace 

syntagma are mainly conjunctive. 

The descriptive syntagma representing a situation or environment, and implying 

simultaneity, the main relation to be expected to hold between the sequence shots is 

definitely conjunctiveness, because the elements represented by each shot are meant to 

constitute the coexisting and complementary non-subordinated parts of an organic 

whole. 

With narrative syntagmas, however, sequential and causal relations start to play a very 

significant role, since what is represented through these narrative patterns is action 

developing in time and according to a cause-effect chain. The alternate syntagma is 

similar to the a-chronological parallel syntagma, except that it represents converging 

actions instead of simply parallel ones. In fact, the convergence of the two (or more) 

action threads creates in the sequence a dramatic focus around which every element 

presented in the sequence is organised. This has three consequences: the action threads 

relate to each other definitely more in a conjunctive way than in a disjunctive way, as 

they constitute the two sides of a broader unique action; the sequentiality is accentuated 

by the converging process, since the end-goal exerts a ‘pulling’ effect on what comes 

before, that is, it sets up a vector along which the action can develop to reach its meant 

accomplishment; finally, the convergence towards a final goal creates the space for 

                                                 
7 Which is not the case for instance in the descriptive syntagma. 
8 See Chapter 4. 
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causality, that is, a causality relation holds between the developing action and the final 

result, the achieving of the final goal or status.  

Linear syntagmas are, from a CCR perspective, quite similar, in that they represent a 

single action thread, which normally implies sequential and/or causal relations holding 

between the component shots. The main difference is that a syntagma like the scene 

properly called represents an action with continuity of time and space, that is, the 

representation has the same duration and compactness that the action would have in real 

life, whereas the ordinary sequence is a sort of summary, representing only the parts of 

the action that are considered to be dramatically effective or functional (the rest is cut 

off and simply taken for granted or inferred). The episodes sequence may be slightly 

different, gathering along a single action thread units that are relatively accomplished 

and therefore independent from each other. In this case, as we would expect, 

sequentiality becomes a looser connective, while causality may not connect the different 

episodes at all. However, in this case, conjunctiveness (or its negative) remains a valid 

connective, since the episodes of the sequence, although relatively independent, still 

constitute the complementary non-subordinated components of a whole. 

All these relations may be found both as connectives between the shots composing a 

single sequence, and as connectives between sequences. This is fundamental when 

looking at autonomous shots, as they do not have internal articulation (in terms of 

editing) and relate directly to the sequence or sequences that they find themselves 

within or between. The sequence shot is the most complex of all, as it represents a 

complete action with its own temporality and spatiality. It can relate to other sequences 

by conjunctiveness (if coexistence is to be inferred, but not temporality), sequentiality 

(if also temporality is to be inferred, but not causality) or causality (if also causality is to 

be inferred). 

The insert is a relatively simpler linguistic unit, but it may play many different roles and 

therefore relate to the hosting sequence in many different ways. If it is non-diegetic, its 

typical function is to establish a comparison between elements of the hosting sequence 

and elements of itself, a comparison that is therefore describable with similarity or 

contrast relations. If it is subjective, its function is to bring memories or fantasies of a 

character into the present situation of the diegetic world, and its relation with the 

situation is often describable as causal, since typically something occurring in the 

diegetic world triggers the character’s thinking. If it is dislocated diegetic, it constitutes 

either a flash back or a flash forward, which may typically relate to the hosting 
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sequence by sequentiality, causality, similarity, or the three of them at the same time (as 

in the case of analogical montage). Finally, if the insert is explicative, it brings in a 

speculative detail that refers to the present situation or environment, but that constitutes 

a deeper elaboration of what has been already represented. 

In general, it could be said that certain categories of shot tend to have different 

functions, but mainly they connect to the rest either as elaborations, or as background. 

For instance, not only the explicative insert, but any detail or close-up shot has an 

elaborative function, as they explore further or more deeply something that has been 

represented already9. On the other hand, comprehensive shot types lend themselves to 

play the role of background for something that has been represented already or that is to 

be represented yet, as in an establishing or master shot. Below are two examples, in 

which we carry out a detailed CCR analysis of cinematic sequences. 

 

5.3. Cognitive coherence relations and cinema: two cinematic sequences 

The analyses reported here are performed on two sequences taken from two different 

movies. The first one, Rear Window, directed by Alfred Hitchcock in 1954, belongs to 

the tradition of the best Classical cinema and constitutes a highest expression of it. The 

second film, 2001: A Space Odyssey, directed by Stanley Kubrick in 1968, constitutes a 

‘classical’ of Modern cinema, whose language constantly pushes the edges of the 

Classical tradition to the limits of a ‘comfortable’ readability. 

5.3.1. From Alfred Hitchcock’s Rear Window 

Jefferies is a photographer, confined to a wheelchair for six weeks, his 
broken leg in a cast. Bored to death, and obsessive voyeur, he passes all his 
time looking with his binoculars through the rear window into neighbours’ 
houses. He soon becomes suspicious that the man living in one of the flats 
on the other side of the rear court has killed his wife. Not believed by the 
police, he and his girlfriend Lisa try to gather evidence of the neighbour’s 
guilt. Sneaking into his apartment, Lisa manages to get hold of his wife’s 
wedding ring, but is discovered by the neighbour who realises that he is 
being spied upon. After the police take Lisa away, and while Jefferies’ 
housekeeper rushes to the police station to get her back, the neighbour 
comes to his apartment to recover the ring.  

When the murderer enters Jefferies’ apartment in the middle of the night, 
the photographer is waiting for him in the wheelchair, the lights off, armed 

                                                 
9 However, since it is a matter of relations, and therefore of relativeness, if a detail or a close-up are 
shown, before a more general picture of the situation or action is provided by the sequence, then, when 
broader shots appear to provide this more general picture, these broader shots tend to set themselves as 
background to the details and close-ups already shown.  
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with his camera. Not being able to move, he uses the flash as a weapon to 
temporarily blind the intruder and buy some time before the women can 
return with the police. He “shoots” the aggressor several times, and each 
time he manages to delay him a bit. When is about to get caught, Jefferies 
screams out of the window, and Lisa comes to his rescue with the police, 
just in time. 

[See Film Clip on Appendix 3, § App.3.1] 

SEQUENCE X 

1 – CLOSE-UP: The door opens, the assassin enters the room and closes it behind himself. 

Everything is dark, although his eyes are visible. Silence. 

2 – LONG SHOT: Counter shot: Jefferies is sitting still in his wheelchair, his left leg in the cast. The 

rear window is open behind him. All is dark and silent. 

3 – LONG SHOT: Counter shot: The assassin stands at the door, in the dark: “What do you want 

from me?”. 

4 – LONG SHOT: Counter shot: Jefferies sits still on his wheelchair. Silence. 

5 – LONG SHOT: Counter shot: The assassin stands at the door, in the dark: “Your friend, the girl, 

she could have turned me in. Why didn’t she?”.  

6 – LONG SHOT: Counter shot: Jefferies sits still on his wheelchair. Silence. 

7 – LONG SHOT: Counter shot: The assassin stands at the door, in the dark: “What is that you 

want from me? You want money? I don’t have any money”. 

8 – LONG SHOT: Counter shot: Jefferies sits still on his wheelchair. Silence. 

9 – LONG SHOT: Counter shot: The assassin stands at the door, in the dark: “Say something!” 

10 – LONG SHOT: Counter shot: Jefferies sits still on his wheelchair. Silence. 

11 – LONG SHOT: Counter shot: The assassin stands at the door, in the dark: “Say something, tell 

me what you want!”.  

12 – LONG SHOT: Counter shot: Jefferies sits still on his wheelchair. Silence. 

13 – LONG SHOT: Counter shot: The assassin stands at the door, in the dark: “Can you get me 

that ring back?”. 

14 – LONG SHOT: Counter shot: Jefferies moves his hand on his lap towards the camera: “No”. 

The assassin off: ”Tell her to bring it back!”. Jeffries: “I can’t, the police have it by now”. 

15 – LONG SHOT: Counter shot: The assassin starts to advance towards Jefferies (that is, towards 

the camera). 

16 – MEDIUM CLOSE SHOT: Counter shot: Jefferies takes the camera from his lap, covers his 

eyes with one hand and “shoots” the guy with the other hand. 

17 – LONG SHOT: Counter shot: While advancing, the assassin gets ‘hit’ by the flash and stops. 

18 – CLOSE-UP: He brings his hands to his glasses adjusting them, while squeezing his eyes. 

19 – LONG SHOT: Counter shot: A circle of orange light expands through the visual field, blurring 

the image of the journalist, who in the meanwhile recharges the camera with a new flash. 

20 – CLOSE-UP: Counter shot: The assassin re-opens his eyes and starts moving forward again. 
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21 – MEDIUM CLOSE SHOT: Counter shot: Jefferies completes the recharge of the camera, looks 

backward out the window, turns to his front again, covers his eyes with one hand, and “shoots” with 

the other hand. 

22 – LONG SHOT: Counter shot: While advancing, the assassin gets hit by the flash and stops. 

23 – CLOSE-UP: He brings his hands to his glasses adjusting them, while squeezing his eyes. 

24 – LONG SHOT: Counter shot: A circle of orange light expands through the visual field, blurring 

the image of the journalist, who in the meanwhile recharges the camera with a new flash. 

25 – CLOSE-UP: Counter shot: The assassin re-opens his eyes and starts moving forward again. 

26 – MEDIUM CLOSE SHOT: Counter shot: Jefferies completes the recharge of the camera, looks 

backward out the window, turns to his front again, covers his eyes with one hand, and “shoots” with 

the other hand. 

27 – LONG SHOT: Counter shot: While advancing, the assassin gets hit by the flash light and 

stops. 

28 – CLOSE-UP: He brings his hands to his glasses adjusting them, while squeezing his eyes. 

29 – LONG SHOT: Counter shot: A circle of orange light expands through the visual field, blurring 

the image of the journalist, who in the meanwhile recharges the camera with a new flash. 

30 – CLOSE-UP: Counter shot: The assassin re-opens his eyes and starts moving forward again. 

31 – MEDIUM CLOSE SHOT: Counter shot: Jefferies completes the recharge of the camera, looks 

backward out the window, turns to his front again, covers his eyes with one hand, and “shoots” with 

the other hand. 

32 – LONG SHOT: Counter shot: While advancing, the assassin gets hit by the flash light and 

stops. 

33 – CLOSE-UP: He brings his hands to his glasses adjusting them, while squeezing his eyes. 

34 – LONG SHOT: Counter shot: A circle of orange light expands through the visual field, blurring 

the image of the journalist, who in the meanwhile recharges the camera with a new flash. 

35 – CLOSE-UP: Counter shot: The assassin re-opens his eyes and starts moving forward again. 

36 – MEDIUM CLOSE SHOT: Counter shot: Jefferies completes the recharge of the camera, looks 

backward out the window, turns to his front again, covers his eyes with one hand, and “shoots” with 

the other hand. 

37 – CLOSE-UP: Jefferies turns around once more to look out the window. 

38 – VERY LONG SHOT: Through the rear court, through a window of the rear building, Lisa and a 

few police men are visible. Jefferies off camera: “Lisa!”.  

39 – AMERICAN SHOT: Counter shot: The assassin is now quite close, and keeps advancing 

towards Jefferies, who keeps screaming. 

40 – CLOSE-UP: The assassin is now on the journalist, and the two start fighting… 

41 – on… 
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Figure 5.1 – Stills from Hitchcock’s Rear Window, illustrating the sequence described above.  
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The sequence would continue for quite a number of shots as a scene properly called. Up 

to this point, though, technically speaking, this is an alternate syntagma, that is, a 

narrative syntagma structured to express simultaneity between a two or more series of 

facts or events happening at the same time. Since Griffin’s times, this has constituted 

the solution to the representation of simultaneity in a linear, visual medium: showing 

two or more series of shots referring to two or more developing actions, alternating the 

shots of each series. The difference with the parallel syntagma, though, is that there has 

to be at least one shot showing the convergence between the different simultaneous 

actions, as evidence of the fact that they are actually convergent. In this respect, the 

construction of this (part of the) sequence is also a very “classical” one. 

From a CCR perspective, like the descriptive syntagma, by definition, the alternate 

syntagma expresses conjunctive relations holding between the respective shots of the 

converging actions (despite the sequentiality of the presentation). In contrast to the 

parallel syntagma, where the parallel actions never converge to a common focus or 

solution, and where therefore there is a disjunction between the distinct actions going on 

simultaneously, in principle the alternate syntagma presents the elements of a larger 

picture made up of simultaneous elements. So, we can assume a conjunctive relation 

holding between the various sequence’s shot/counter-shots representing the action of the 

aggressor, on the one hand, and the action of the victim, on the other (1-2, 3-4, 5-6, 7-8, 

9-10, etc.).  

In some cases, though, the development of one action thread will affect the development 

of the other action thread, so the relation between two shots belonging to different series 

will be connected by causality. It is the action that Jefferies makes with the flash of his 

camera that causes the assassin to slow down: the orange light that we see spread across 

the scene’s field represents the vision the assassin has of the room after having been 

“shot” with the flash, and it is directly caused by the flash manipulated by Jeffries. This 

is the case, for instance, with shot 16 towards shot 17, 18, 19…but not 20. In fact, in 

that shot, “despite” having been momentarily blinded by Jeffries’ action, the aggressor 

starts to move forward again: the relation, in this case is of negative causality. 

At the same time, since the sequence represents a double action developing in time, 

obviously the shots representing the respective actions will hold sequential relations 

with each other. For instance, all the shots representing the moving of the assassin 

towards Jeffries hold sequential relations with each other one. 
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Finally, causality comes back again in the last shot of the analysed sequence (shot 40), 

where the assassin grabs Jefferies’ neck. This is the last shot of the sequence, where 

respectively the assassin and Jefferies’ actions converge, which represent the final 

result, the consequence of all that has come before. That is, the assassin had walked into 

the room to attack Jefferies, which is what he ends up doing. 

5.3.2. From Stanley Kubrik’s  2001. A Space Odyssey 

A monolith mysteriously appears on the Earth at a time when man is not yet 
man, and still competes with other herbivores to survive, sleeping in groups 
in the ground for shelter. The megalith is huge and scares the apes, when 
they discover it, at their awakening. Its sharp, perfect, regular shape 
contrasts with the shapeless waste landscape where they live. What is it? 
What is it bringing? 

The day progresses. In one part of the desert, littered with bones, under the 
harsh sun a group of big black apes is foraging in the ground, looking for 
something. Eventually, one of them comes across a big bone and starts to 
play with it. She starts to bang it around against other bones, lightly at first, 
and then harder and harder, until she raises her arm in the air, and begins to 
violently beat the skull of a dead animal, which breaks under the blows.  

Shortly afterwards, she is on top of a hill, eating a big piece of meat. 

[See Film Clip on Appendix 3, § App.3.1] 

SEQUENCE x-1 

n - CLOSE-UP: Low angle: The megalith, parallel to the camera, is filling the scene. Its upper 

profile looks like a horizon, from behind the centre of which the sun is just rising. A newly waxing 

moon is still up in the sky, aligned above the sun. A deafening shrill sound is pervading the 

environment. Cut. 

SEQUENCE x 

1 – ESTABLISHING SHOT: A vast, rather flat desert extends between cloudy shadows and midday 

sun. Complete silence. 

2 – LONG SHOT: Rocks and sand are filling the field. Silence. 

3 – LONG SHOT: Sharp rocks and sand. Silence. 

4 – ESTABLISHING/MASTER SHOT: A number of big black apes are silently and solitarily foraging 

in the ground, which is covered in bones, picking up little things to eat.  

5 – MEDIUM SHOT: One ape is foraging and eating alone, her head down. At certain points, she 

raises her head and glances to look at something immediately in front of her.  

6 – CLOSE-UP: Low angle: “Flash back” autonomous insert, diegetic but displaced from the 

previous sequence, with speculative function: the megalith, parallel to the camera, is filling the 

scene. Its upper profile looks like a horizon, from behind the centre of which the sun is just rising. A 

newly waxing moon is still up in the sky, aligned above the sun. No sound, this time.  

7 – MEDIUM SHOT: The ape sees a big long bone in front of her and picks it up, looking at it with 

inquisitive interest. The overture of Strauss’ Also sprach Zarathustra starts over. She starts banging 



Chapter 5 

 115

it against the other bones with increasing energy and violence, in increasingly exasperated 

gestures, in time to Zarathustra’s allure. 

8 – DETAIL: The ape’s arm rises against the sky (presented in slow motion, the fist holding the 

bone as a weapon, and comes down again. The music comments accordingly and in synchrony. 

9 – SINGLE SHOT: The big bone falls back onto the ground, onto the other bones. The ape keeps 

beating them with her weapon, and they keep breaking under the blows, amongst the rising dust. 

One more time the ape arises her weapon and comes down onto the other bones. Commentary 

music. 

10 – CLOSE-UP: “Flash forward” autonomous insert, dislocated from a hypothetical future 

sequence, with speculative value, in this case also substitutive of a sequence that will be never 

shown: an animal, one of the herbivores that shares the apes’ territory, crashes to the ground in 

slow motion, hitting its head. Commentary music. 

11 - CLOSE-UP: The face of the ape, her mouth wide open in a scream, the eyes full of anger. 

Commentary music. 

12 – DETAIL: Again, the arm of the ape, raised against the sky, the fist holding the big bone like a 

weapon, goes down to hit the other bones on the ground. Commentary music. 

13 – DETAIL: Complementary: The big bone strikes the ground, just next to a skull, missed by little. 

Commentary music. 

14 – DETAIL: Again, the arm of the ape, raised against the sky, the fist holding the big bone like a 

weapon, goes down to hit the other bones on the ground. Commentary music. 

15 – DETAIL: Complementary: The big bone strikes the ground, this time hitting the skull that 

breaks under the blow. Commentary music. 

16 – DETAIL: The big bone strikes the ground again, hitting the skull and other bones that keep 

disintegrating under the blows. Commentary music. 

17 – DETAIL: The big bone strikes the ground again, hitting the skull and other bones that keep 

disintegrating under the blows. Commentary music. 

18 – DETAIL: The big bone arrives down to the ground again, hitting the skull and other bones that 

keep disintegrating under the blows. Commentary music. 

19 – DETAIL: Bones keep disintegrating under the blows. Commentary music. 

20 – DETAIL: Bones keep disintegrating under the blows. Commentary music. 

21 – DETAIL: Bones keep disintegrating under the blows. Commentary music. 

22 – CLOSE-UP: Another “flash forward” autonomous insert, dislocated from the same hypothetical 

future sequence, with speculative value, substitutive of a sequence that will never be shown: the 

body of the same animal falls on the ground. Commentary music: Zarathustra’s overture, about to 

reach the final climax. 

23 – SINGLE SHOT: After dealing the last blow, the ape throws her arms in the air, and brings 

them down again, bending her body, in a sign of rest and release. She grabs what remains of some 

of the bones that she has crushed, and then drops them. The symphony’s overture comes to his 

climax and conclusion. 

SEQUENCE x+1 
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1 – ESTABLISHING/SINGLE SHOT: The ape enters the desert landscape from the left, walks 

across the field and turns around. She is carrying a big piece of meat. She looks around herself, 

stops, and starts to voraciously chew on it. 
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Figure 5.2 – Still from Kubrik’s 2001. A Space Odyssey, illustrating the sequence described 
above. 

 
Cinematically speaking, this is a scene properly called, because the representation of the 

action that is taking place in it presents unity of space and time, and the narrative time is 

the same as the diegetic time during which the action is supposed to develop and 

accomplish. With respect to the content organisation, the scene presents a “classical” 

structure, which consists of the initial description, or exploration, of the diegetic space 

that will host the imminent action, or of the situation that will constitute its context, 

followed by the representation of the action itself. Typically, the description of the 

diegetic space is made up of panoramics and long shots, whereas the description of the 

action is given through single shots, close-ups and details. All consistently 

accompanied, from the action’s start to its final climax, by the commentary music. 

From a CCR driven analysis of the syntagma, at the level of the relation between 

sequences, the first thing that one could say is that there is a sequential relation between 

the three sequences, since they represent facts that happen one after the other. However, 

the formal elements of the signifier suggest that the relation between them is actually a 

stronger one, it is a causal relation, since what happens in the first sequence causes what 

happens in the second one, which causes what happens in the third one. That is, the 

montage and the construction of the different shots suggest that the appearing of the 

megalith causes the ape to discover the use of tools or weapons, which causes the ape to 

be able to advance on the evolutionary ladder. Concerning the relation between 

sequence x-1 and sequence x, causality is conveyed by the fact that the discovery of the 

ape (sequence x) immediately follows the appearance of the megalith (sequence x-1), 

and by the fact that the same shot from sequence x-1 is inserted into sequence x (shot 6) 

just before the ape gets “enlightened” and starts using the bone like a weapon, while the 

commentary music starts over (shot 7). Concerning the relation between sequence x and 
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sequence x+1, causality is conveyed by the fact that what is shown immediately after 

the ape has finished striking the bones on the ground (sequence x) is her eating a piece 

of meat (sequence x+1), and by the repeated insertion of a shot showing a falling animal 

(shots 10 and 22) while the ape is striking the bones (shots 9, 11, 12, and 21, 23). 

At the level of relations within sequence x itself, the shots from 1 to 5 can be 

categorised as descriptive (although this is not an entirely descriptive syntagma, the first 

three describing the landscape and the following two describing the habitual way in 

which apes look for food). They all can be related as conjunctive, since they all 

contribute to the rendering of a situation: an unforgiving, primitive desert environment 

where apes have to forage among animal carcases to be able to feed themselves. In this 

context, the autonomous insert of the megalith (shot 6) has no logical connection to the 

rest but being an anaphoric connection to the arrival of the megalith on earth, that is, the 

appearance of intelligence and knowledge among the apes, which also makes the 

sequence an elaboration of sequence x-1: knowledge arrives amongst pre-human beings; 

knowledge expresses itself as the ability to use a weapon to kill other animals and gain 

supremacy over them. At the same time, though, the autonomous insert holds by 

definition a disjunctive relation with the shots that precede and follow, since it is 

dislocated with respect to the narrative space and time. 

After the autonomous insert of the megalith (shot 6), action develops. The content of the 

insert itself holds a causal relation with the series of shots that comes immediately 

afterwards, in that it is there to connect the arrival of the megalith to the discovery about 

to be made by the ape: the presence of the megalith makes the ape look at a longer bone 

with new eyes. The following shots (7 to 23) show the consequence of such 

enlightenment. They hold with each other a series of sequential relations, illustrating the 

developing of action and its consequences. That is, because what is being described is 

an action, having therefore a temporal development, the relations holding between the 

shots are sequential. Among the shots bound by sequential relations, though, the 

majority are details or close-ups, focusing on particular aspects of the action taking 

place and exploring it more in depth (8 and 11 to 21): they constitute elaborations on the 

main actions. On the contrary, the few whole/medium-figure shots (7, 9 and 23) put in 

context the more detailed shots, providing a general background picture in which those 

details have to be referred to. At the same time, the shots are related in pairs by 

causality, where the first shot shows the start of an action and the second shows its 

consequence: the rising and falling of the arm holding the weapon, and the breaking of 
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the bones on the dusty ground, as with shots 12-13, and 14-15. Shot 16, 17, and 18 

show the repetition of the ape’s arm reaching the ground and breaking bones, which 

binds them in a conjunctive (and not just sequential) manner. Equally, shot 19, 20 and 

21 hold a conjunctive (apart from sequential) relation with each other, in that they show 

the repetition of the effects of the continuous banging: the bone breaking.  

Finally, the autonomous inserts of the falling animals (shot 10 and 22), located at climax 

points of the action (especially shot 22), hold a disjunctive relation with the shots of the 

present action, in that, through analogy, they supposedly refer to a dislocated action 

expected to take place in the near future, after the ape has learnt to use big bones as 

effective hunting weapons. At the same time they are connected by causality to the 

shots that show the present action, in that they show the immediate consequences of that 

action: the killing of other species. Finally, this causal concept is expressed through the 

establishing of an analogy that holds between the beaten bones and the falling animal, 

while the following shot, showing the ape eating a piece of meat, substantiates the 

assumption, by displaying the final consequence and conclusion of the whole action.  

Now, the fact that three different relations appear to hold between the shots of the 

falling animal and the shots of the beaten bones is explained in terms of different levels 

of the cinematic enunciation. 

5.3.3. Analogy, subjectivity and pragmatic relations at cinema 

In linguistic terms (Benveniste, 1974), enunciation is the act of enunciating, through 

which the speaker, the enunciator10, establishes his subjectivity. The formal apparatus 

of the enunciation is constituted by certain linguistic signals (personal pronouns, verbal 

forms, space-temporal signals) whose function is to position the enunciated with respect 

to the enunciation act and to the enunciator himself. Although the enunciation is always 

a subjective act, its subjectivity may be more or less expressed in the enunciated. While 

in the enunciated “Today your pack arrived at my home address” the enunciator 

manifests itself through the use of the pronoun ‘my’ and addresses its interlocutor 

through the pronoun ‘your’, in the sentence “Mail leaves the post office every day at 

8am” the enunciator ‘disappears’ behind the apparent objectivity of the enunciated.  

                                                 
10 While in spoken discourse the figure of the enunciator corresponds to the figure of the speaker, in 
literature and in cinema the enunciator is not identifiable with any real person (like the author/s) or any 
individual figure (like a narrator), rather it is an instance that is intrinsic to the text/film discourse itself, 
and that is responsible for delivering all information concerning the represented world, ‘dosing’ it 
according to specific narrative strategies. 
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The iconicity and indexicality of the cinematic linguistic sign gives the cinematic 

enunciation an appearance of objectivity: the cinematic signification process is based on 

the monstration (Gardies, 1993) of audio-visual chunks whose only space-temporal 

dimension is ‘here and now’. We have seen11 how, through the observation of practical 

norms and the use of rhetorical patterns, the cinematic enunciation aims at generating 

the illusion of self-represented worlds driven by their own space-temporal laws (Metz, 

1968; 1972; Burch, 69; Chatman, 1978; 1990;). However, despite its apparent 

objectivity, the cinematic enunciated can display marks of the enunciation act, through 

elements that in a way or another refer to it (Metz, 1991): when elements of the scene 

‘frame’ the action or restrict the visual field; when a character looks into the camera; 

when the film shows the shooting or the projecting of a movie; when the voice over is 

used; when unusual shooting angles and camera movements are used without apparent 

justification in the diegetic world; when the editing produces inconsistencies or 

discontinuities in the space-temporal dimension of the diegetic world; when stylistic 

aspects are so accentuated that they compete with the realism of the representation; 

etc12. In Modern cinema, these marks are often purposely multiplied and the violation of 

classical representational norms and conventions makes it all the more obvious that the 

film is the product of an enunciation act. 

In narratological terms (Genette, 1972), the filmic enunciated corresponds to the 

recount, the narrative discourse through which the film’s diegetic events are accounted 

and the diegetic world is represented. The film’s diegetic events and world, in turn, 

constitute what in narratological terms is the story. The point of view from which the 

story is accounted, the information that is provided on the diegetic world, the order in 

which events are presented depend on the narrative strategy followed by the recount. 

The narrative strategies of the cinematic recount determine what to show, how to show 

it and in what order; what to emphasise and what to leave implicit; how to shoot and 

construct each scene; how to represent characters and environments; etc. 

In the light of these considerations, we can now see how the relations between the shots 

of the bones and the autonomous inserts of the animal, in the scene described above, 

hold at different levels. The disjunction relation holds at the diegetic level, because at 

that level, there is nothing that justifies the connection of the two shots: the continuity of 

the action is simply broken by the insertion of an element that is not part of it in any 

                                                 
11 See Chapter 4. 
12 See Metz, 1991.  
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way. In order to understand the connection between the shots, its function is to be 

considered at the narrative level: the insertion is a narrative solution to express the 

relation of causality that exists between the action of beating performed by the ape and 

the death of the animal, somewhere down the line. Finally, the analogical relation is to 

be explained at the enunciation level: the autonomous inserts described above, 

constitute an example of how the enunciation act can show through the texture of the 

cinematic enunciated.  

Generally speaking, non-diegetic or dislocated autonomous inserts have the power of 

breaking the diegetic flow and therefore the continuity and the realism of the narration, 

in particular when, like in this case, they hold an analogical relation (functioning as a 

similarity relation) with the previous and following shots. Eisenstein used to call this 

analogical editing intellectual montage (Glenny and Taylor, 1991): the viewer has to 

make an intellectual connection, whether poetic or rhetoric in general (in this case, as 

often, it is a metaphorical connection), in order to understand the edit. And such 

‘intellectual’ reflection functions as a commentary that comes from outside the diegetic 

world, from the enunciating instance.  

A very famous example of analogical montage, conveyed by the substitution of an 

element of diegetic realism with a metaphorical image inserted as dislocated 

autonomous shot, is provided in Strike (Sergei Eisenstein, 1917). To express the idea 

that striking workers are treated like animals by the police of the regime, a few shots 

representing cows taken to the slaughter-house and actually slaughtered are inserted in 

the flow of the main action, as an assumption about the conclusion of what is brutally 

being carried out by the police towards the strikers. A comparison is made between the 

workers and the cows, that is, a similarity relation is established between the two, which 

works as a comment about a regime that treats men like animals.  

In CCR terms, this sort of commentary editing corresponds to pragmatic causal 

relations: the autonomous inserts of the falling animal, which obviously does not belong 

to the present action, can be interpreted as a claim, whereas the shots of the bone 

beating can be interpreted as the argument of the claim. That is, since the ape has 

discovered the use of weapons and is now beating those bones (argument), she will soon 

kill real animals with her new weapon (claim): assumption based on the metaphorical 

substitution of the real animal with the bones. Similarly, in Strike, a claim is being 

expressed by the shots of showing the cows, and the argument to support that claim is 

being expressed by the shots showing the workers being taken away by the police.  
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Interestingly enough, the scalar approach to discourse relations’ source of coherence 

(Pander Maat and Degand, 2001)13 corresponds to the idea that these commentary 

passages constitute moments in which the enunciation act and the enunciating instance 

become apparent.  Pander Maat and Degand propose that whether a relation is semantic 

or pragmatic depends on the degree of implicit involvement of the speaker in the 

construction of the relation, the pattern argument-claim implying more involvement 

than the pattern cause-consequence14. The first one requires a subjective positioning 

with respect to the relation that is predicated to hold between the two discourse parts, 

whereas the second one simply consists of objectively reporting a relation that holds 

between two events in the real world. So, we can say that, in CCR terms, in 2001 and in 

Strike, the enunciating instance’s involvement into the construction of the relation 

manifests itself in a way that it does not manifest itself in more classical narrative 

regimes. The same can more or less be said of much cinema, especially, but not only, 

Modern cinema. 

5.3.4. Conditionality at cinema 

Finally, a relation that we did not come across in our two examples is conditionality. In 

both sequences it was easy to identify, among the logical ones, additive, sequential and 

causal positive semantic or pragmatic relations. However, generally speaking, 

conditional (that is, causal hypothetical) relations, are more difficult to find expressed in 

cinema. This is due to the fact that (as we said above) cinematic language is based on 

the act of monstration and, because of its iconic and indexical nature, cannot rely on the 

use of abstract connectives to suggest logical relations. As we have seen15, cinematic 

linguistic techniques can represent time and space, in so doing expressing sequential, 

additive and causal relations. However, expressing something like conditionality is 

more difficult, because through monstration it is more difficult to express hypotheses 

than it is to express facts. In order to express conditionality, cinema has to show both 

what happens if the required condition does not hold, and what happens if that condition 

does hold, otherwise the relation between condition and consequent effect is simply 

interpreted as causal.  

                                                 
13 See note 11, Chapter 2. 
14 The fact that the involvement of the speaker is what determines the relation’s source of coherence is a 
generally accepted concept in psycholinguistics (see also Pander Maat and Sanders, 2001). However, the 
scalar approach accounts for the fact that, given the iconicity and indexicality of the language, in cinema 
the degrees in which the enunciating instance reveals itself are potentially infinite. 
15 See Chapter 4. 
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A cinematic example of conditionality is expressed by Smoking, No Smoking (Alain 

Resnais, 1993). The film is constructed on the description of the chain of causes and 

effects triggered by the main character’s choice of smoking or not smoking. The story 

follows one main thread for a short while, until the protagonist finds herself in front of a 

pack of cigarettes and has to make a decision: should she give in and smoke or should 

she resist and not smoke? Here the story comes to a turning point: the following part of 

the film shows what happens if the protagonist chooses to smoke, then the film goes 

back to the turning point and the rest shows what happens if the protagonist chooses not 

to smoke. With a very hyper-textual move, the film expresses not only conditionality, 

but alternative as well, and it is exactly the existence of an alternative that makes it 

possible to interpret each story line as respectively conditioned by two different choices. 

The same thing happens in Sliding Doors (Peter Howitt, 1998), where the story line 

splits in two different routes as a consequence of the protagonist catching or not 

catching an underground train before it leaves the station. The structural difference here 

is that the film montage is based on the continuous alternation of scenes respectively 

representing the different effects derived from the two different alternatives. 

CINEMATIC RHETORICAL SYNTAGMAS CCR HOLDING BETWEEN SHOTS 

Sequence-shot With other syntagmas’ shots: usually 
Conjunctive, Sequential or even Causal 

Non-diegetic With the shots of the embedding syntagma: 
usually Comparison or Contrast (enunciation 
level) 

Subjective With the shots of the embedding syntagma: 
typically Causal (diegetic level) and 
Elaboration (enunciation level) 

Shifted diegetic With the shots of the embedding syntagma: 
typically Sequential or Causal (diegetic 
level), maybe Similarity or Elaboratin 
(enunciation level)  

Autonomous 
shots 

Autonomous 
inserts 

Explicative With the shots of the embedding syntagma: 
typically Elaboration 

Parallel syntagma Between the syntagma’s two shot series: 
prevailingly Disjunctive, possibly Conjunctive 
(diegetic level) 
Within each of the syntagma’s two shot 
series: possibly Sequential or Causal 
(diegetic level) 
With other syntagmas: possibly Sequential, 
Causal (diegetic level), Elaboration or 
Background (enunciation level) 

A-chronological 
syntagmas 

Brace syntagma Within the syntagma’s shots: usually 
Conjunctive (enunciation level only) 
With other syntagmas: usually Elaboration or 
Background (enunciation level) 

Chronological 
syntagmas 

Descriptive syntagma Within the syntagma’s shots: usually 
Conjunctive (diegetic level) 
With other syntagmas: usually Elaboration or 
Background (enunciation level) 
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Alternate syntagma Between the syntagma’s two shot series: 
prevailingly Conjunctive (diegetic level) 
Within each of the syntagma’s two shot 
series: usually Sequential or Causal 
(diegetic level) 
With other syntagmas: usually Sequential, 
Causal (diegetic level)  

Scene Within the ssyntagma’s shots: usually 
Sequential and Causal (diegetic level) 
With other ssyntagmas: usually Sequential, 
Causal (diegetic level), maybe Elaboration 
or Background (enunciation level) 

Sequence  Within the syntagma’s shots: usually 
Sequential and Causal (diegetic level) 
With other syntagmas: usually Sequential, 
Causal (diegetic level), maybe Elaboration 
or Background (enunciation level) 

 Narrative 
syntagmas 

Linear 
syntagmas 

Episode 
Sequence 

Within the syntagma’s shots: usually 
Conjunctive, Sequential and maybe Causal 
With other syntagmas: usually Sequential, 
Causal (diegetic level), maybe Elaboration 
or Background (enunciation level) 

Table 5.1 - Metz’s cinematic syntagmas (1974) interpreted in terms of CCR.  Connections may be 
accounted for between the shots that constitute a single syntagma or between the sequences that 
constitute a film. In general, shot connections hold together cinematic discourse parts. These 
discourse connections can be interpreted, at the diegetic level, as accounting for the relations 
between the events that develop within the represented world. However, at the enunciation level, 
they be interpreted as accounting for the relations between the parts of a discourse that develops 
about the represented world.  

 
 

5.4. Cognitive coherence relations and cinema: a conclusion 

The analyses performed above show how cognitive coherence relations can account for 

discourse connections in a medium like cinema, whose discourse is constituted by the 

articulation of discrete, rich semantic units. It clearly emerges how it is possible to use 

cognitive coherence relations both to analyse cinematic discourse patterns in general, 

and to analyse specific film sequences, which reveals relevant correspondences between 

text coherence and cinematic theory16. We believe that what we have observed above 

provides important insights into the way hypertext discourse can be looked at and 

ultimately represented, based on the similarities between cinema and hypertext 

described in Chapter 4 and on the fact that cinematic language is able to suggest 

discourse coherence relations through formal non-textual features. In the next chapters 

we show how this could work in hypertext.  

 

                                                 
16 In fact, we would like to suggest, that - because of the iconicity and indexicality of the cinematic sign - 
it is in cinematic language that the expression of the most primitive relations can be detected in their 
essential form, which would make cinematic language a very interesting test bed for the study of 
cognitive coherence relations in general. 
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 Clara Mancini, 2003

CHAPTER 6

VISUAL LANGUAGES TO RENDER COHERENCE RELATIONS

The previous chapters tackled the issue of coherence in text and in a visual
medium (cinema) that has many similarities to hypertext. In this chapter the
connections between text discourse processing and visual discourse
processing are presented and analysed. It is shown how certain principles of
text cohesion have an equivalent in the principles of visual cohesion long
established by Gestalt Theory. Therefore, it should be possible to ‘translate’
cohesive aspects or elements of textual coherence into graphic terms. With
the objective of producing in hypertext a cohesive visual representation of
coherence relations, this chapter also presents elements from semiology of
graphics, which are then subsequently applied to designing discourse
relations in hypertext.

6.1. Text discourse and visual discourse processing

We have previously1 seen how cognitive coherence relations can be used to analyse the

connections between cinematic discourse units (that is, cinematic shots). We also have

seen that the interpretation of cinematic discourse connections is determined by and

through visual features. The viewer connects shots and sequences with one another on

the basis of visual elements that establish the continuity of diegetic time and space

according to certain linguistic conventions typically expressed in the classical cinematic

syntagmas.

We propose that, beyond the parallel between cinema and hypertext, the consistent

expression of discourse connections through visual features constitutes the lesson that

cinema can offer to hypertext. Cinema covers numerous genres (like musical, horror,

thriller, comedy, drama, etc.) and schools (like Expressionism, Surrealism, New

Realism, Nouvelle Vague, etc.): each one may make use of very different conventions

and linguistic forms, and even within a single genre or school, film styles may vary

considerably. However, as far as connectivity is concerned, certain basic patterns recur,

which are always consistently represented within any specific genre, or at least within

any specific film (that is, within any specific act of discourse).

For instance, if a dissolve is used in a particular film to indicate a flash-back (whether

sequentiality or causality or similarity are expressed through it), then throughout the

                                                
1 See Chapter 5.
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film the dissolve will consistently be used to indicate flash-backs, so that the viewer can

rely on the meaning of that sign to produce a coherent interpretation of the sequences

where that sign appears. Although that same feature could be used to introduce the

thoughts of a character (expressing the passage from one to another discourse level2), it

would not be used with that function in the same film - unless the director wanted to

create an effect of ambiguity between the past as recounted by the enunciator and a

character’s thoughts (like in L’anée dernière á Marienbad, Alain Resnais, 1961).

The fact that in cinema the meaning of each linguistic sign is not absolute, but relative

to its use and to the use of the other linguistic signs in context, is as relevant for us as

the fact that each of the classical rhetorical patterns can express multiple sets of

coherence relations. Based on what we have previously discussed, firstly about the

possibility of using cognitive coherence relations to define discourse connections in

hypertext argumentation3, secondly about the parallels between hypertext and cinema

and the applicability of cognitive coherence relations to cinematic discourse4, this

observation leads us to a proposal. Since, on the one hand, CCR can be used to identify

and define hypertext discourse connections, on the other hand, visual features could be

used to represent those same relations, once they have been defined.

In this perspective, the representation of the connections between hypertext nodes,

textual or otherwise, would be entirely delegated to the visual dimension. The advantage

of this approach is that, since - in contrast to text - visual features are not capable of

representing abstract concepts themselves, the definition of the connections would

remain implicit, leaving the reader to decide what they want to read into those features

(in the concluding chapter we consider the pedagogical potential of this approach).

Instead, what would result visibly and recognisably as a consequence of a concurrent

and consistent use of visual features would be the presence of an overall shape

perceivable in the form of local discourse patterns. Just as in cinema, it would not be

indicated explicitly what logical relations exist between different shots, but it would be

left to the viewer to reflect on, recognise, learn and internalise the discourse structure

from the formal elements that he perceives, that is, to understand how the different shots

could or should be connected with one another.

                                                
2 That is, from the discourse level of the film itself (the enunciation), to the meta-discourse level of the
character’s thinking.
3 Chapters 2, § 2.3.; and 3, § 3.3.
4 Chapters 4, § 4.4; and 5, § 5.4.
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In this respect, the main function of coherence relations as a base for the definition of

hypertext links is to make sure that visual features are used consistently and that their

use is based on basic, primitive (hence widely applicable) relational concepts, which

would be reflected in the consistency and clarity of the discourse’s visual structure. Of

course, just as the specialisation of basic cognitive coherence relations into finer grained

argumentation links is possible5, so is the use of visual features, although obviously the

more complex the visual structure the less incisive and recognisable the discourse

structure can be. For instance, in ScholOnto’s (Buckingham Shum et al. 2000) link

taxonomy, quite a number of link types can be classified as variations of causality

relations, each of which could in theory be represented by a specific combination of

visual features. In this respect, a trade-off between specificity of the relations and

readability of their visualisation should be found for any specific taxonomy, according

to the functions that the final representation has to serve.

However, independent from the specific choices of representation and their granularity,

the underlining idea is to use cognitive coherence relations as a base for the definition of

more or less articulated sets of link types, and to express the corresponding relations

through a number of visual features. These will have no meaning in themselves, but

that, if used consistently and in combination with one another, constitute the base for the

creation of a visual language directly defined by the context of use of its visual

components. In other words, what we are proposing could be defined as coherence

relation visual design.

6.1.1. Parallels between textual and visual processing

In 1995, Campbell published Coherence, Continuity and Cohesion - Theoretical

foundations for Document Design, in which she established a parallel between textual

and visual organisation, by comparing principles that pertain to the perception of

discourse unity and principles that pertain to the perception of visual unity (Grice,

1975). Initially, she examines the concept of text unity and describes it in terms of

coherence (contextual unity, involving connections between the discourse and the

context in which it occurs) and cohesion (co-textual unity, involving connections within

the discourse itself). She then analyses Grice’s cooperative principle, which states that,

in order to perceive discourse as unitary, the interlocutor expects it to have certain

characteristics. The parameters describing these characteristics from the recipient’s

perspective are: relation, according to which a discourse part is expected to be relevant
                                                
5 See Chapter 3.
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to a previous part of the discourse; quantity, according to which a discourse part is

expected to provide the right amount of information (not too little, not too much);

manner, according to which a discourse part is expected to be clear enough; quality,

according to which a discourse part is expected to be accurate and correct.

Subsequently she analyses the concept of unity described by Gestalt Theory

(Wertheimer, 1938) and compares its principles of visual design with Grice’s principles

of discourse coherence. Gestalt design principles are: continuity, according to which the

viewer expects the elements of a configuration to extend along a continuous line; figure-

ground, according to which the viewer expects a configuration to be made of a single

figure against a single background; closure, according to which the viewer compensates

the incompleteness of visual information by interpreting a partial figure as a complete

whole; and constancy, according to which the viewer expects objects to maintain

constant physical properties across different contexts.

She finds a correlation between Grice’s principle of relation and Gestalt’s principle of

continuity, observing that just as in discourse two spans of text are perceived as

coherent if the content of the second span appears to be relevant to the content of the

first span, likewise in visual configurations, two elements of an incomplete figure are

perceived as coherently connected if one appears to be the continuation of the other. For

example, between the sentences “The bus was late. I didn’t make it in time for the

meeting.” and “The bus was late. The apple tree was blossoming.”6 the first pair is

perceived as more coherent, since the situation described in the second span of text

seems the natural continuation of the situation described in the first span. Instead,

perceiving a coherent connection between the situation described in the first span and

the situation described in the second span is much less immediate7.

                                                
6 In fact, as an example of a sentence in which the two spans are not coherently related, Campbell uses the
sentence “The haystack was important. The cloth had ripped.”, which I wouldn’t use, since the
interpretation of its first span alone is already problematic (what does it mean that “the haystack is
important” when it stands alone?) without the lack of a clarifying context (for instance “the haystack was
important as a feature of the English countryside landscape, till the end of the nineteenth century”). This
fact must have an effect on the interpretation of the whole sentence, and therefore on the interpretation of
the connection between the two spans. Since it is on the connection between the two spans of text that we
are focusing at the moment, I prefer to use a different pair of sentences.
7 For sentence b, one has to resort to a weak, not very strongly motivated, conjunctive relation between
two spans of text that would hypothetically be part of a larger picture, assuming that the enunciator of the
sentence is describing a given situation at a given time - where, for instance, someone is waiting for the
bus in a spring day. That is, the connection is possible if the sentence is assumed to be ‘open’, susceptible
to completion, which obviously requires an effort of imagination if one wants to find coherence in the
sentence. On the contrary, sentence a requires very little imaginative effort: the two spans are easily
related through causality, which makes their connection very strongly motivated, and, apart from making
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Likewise, in Figure 6.1.a., the most immediate way of interpreting its elements, is to

assume that the configuration is created by the intersection in F of the curved lines QZ

and CM, rather that by the tangency of the angular lines QFC and ZFM, since the first

interpretation allows one to assume the continuity of the elements composing the

configuration8.

Figure 6.1 - Left. Illustration of Gestalt principle of continuity, according to which two elements of
an incomplete figure are perceived as coherently connected if one appears to be the continuation of
the other: the four converging segments are perceived as two crossing lines.

Right. Illustrates how, if new elements are added to the configuration, another form of continuity is
perceived in the new configuration: now two tangent fan-shaped objects are perceived instead of
the two crossing lines.

However, relation and continuity are the only principles between which Campbell sees a

correspondence, and she concludes that the additional three principles proposed by

Grice (manner, quantity and quality) seem to have no analogues in Gestalt theory.

The full correspondence between Grice’s principles and Gestalt’s principles is resolved

by Riley and Parker (1998), who observe that the reason why Campbell could not find

complete correspondence between the two sets of principles is that the two sets were

expressed in terms that are too specific and therefore hardly comparable. Riley and

Parker claim that it is possible to find the correspondence at a more abstract definition

level, and produce themselves a set of principles “interfacing” Grice’s and Gestalt’s

principles (See Table 6.1).

                                                                                                                                              
the two spans stick together, it makes them more independent from any external context, and therefore
“closed”.

Exactly the same difference can be observed in cinema, as we previously described (Chapter 5), between
classical cinema (for instance Rear window) and contemporary cinema (ex. L’Année Dernière á
Marienbad).
8 However, (referring back to what was said in note 6) also in this case, if more elements of the context
are provided, the interpretation of the configuration as composed by the angular lines QFC and ZFM may
make more sense than the interpretation of the configuration as composed by the intersection in F of the
straight lines QM and CZ, as it is shown in Figure 6.1.b.
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VISUAL PRINICIPLE (GESTALT)   META-PRINCIPLES TEXTUAL PRINCIPLE (GRICE)

CONTINUITY:
Expecting elements to extend

along a continuous line.

COHESION:
Interpreting a stimulus in the way

that requires the least effort.

RELATION:
Expecting items in a discourse to

be related.

FIGURE/GROUND:
Expecting a single figure against a

single background.

CLARITY:
Imposing a single interpretation

on a stimulus.

MANNER:
Expecting discourse to be

unambiguous.

CLOSURE:
Interpreting a spatial figure as a

whole.

COMPLETENESS:
Interpreting a stimulus as whole.

QUANTITY:
Expecting discourse to contain
neither too much nor too little

information.

CONSTANCY:
Expecting objects to remain stable

across different contexts.

CORRECTNESS:
Interpreting a stimulus at face

value.

QUALITY:
Expecting discourse to be
truthful, not misleading.

Table 6.1 – Riley and Parker’s (1998) meta-principles accounting for both Gestalt principles of
perception and Grice’s principles of text interpretation.

In this more abstract set, cohesion corresponds to Grice’s relation on the one hand and

to Gestalt’s continuity on the other hand. According to this principle the perceiver will

interpret a stimulus in the way that requires the least effort. In the sentence “The woman

reported that she had been experiencing headaches”, say the authors, the interpretation

that requires the least effort and offers the least resistance is that the woman is the same

person who had been experiencing headaches, which means that in order to understand

the meaning of the sentence I don’t have to enlarge the context of my representation to

any other element (in this case, another subject). It is the same principle that in cinema

leads me to assume that a shot showing a hand holding a pistol, followed by a shot

showing a pair of walking legs, and a following shot showing a corpse on the floor, are

connected to one another, and that the hand belongs to the owner of the walking legs.

That is, I assume that conjunctiveness, sequentiality and causality relations hold

between the three shots.

For the authors, clarity corresponds to manner on the one hand and to figure-ground on

the other. And according to this principle the perceiver will impose a single

interpretation on a stimulus, as they show in their examples. In ambiguous figures, like

the famous face/vase (Figure 6.2), one can only perceive either the faces or the vase,

that is, one can successively focus on either, but not on both at the same time. In the

sentence “Jane hid the letter from Dan”, one can assume either that Jane did not want

Dan to see the letter, or that she did not want the letter that she had received from Dan

to be seen. In any case, one interpretation excludes the other. The same thing may

happen in cinema, for instance, when certain autonomous inserts introduce information
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that could be either attributed to a character’s thoughts or to events of the diegesis.

L’Année Dernière á Marienbad is all constructed on this ambiguity.

à          “Jane hid the letter from Dan”

Figure 6.2 – Figure face/vase illustrating Gestalt’s principle of figure-background and sentence
exemplifying Grice’s maxim of manner, both corresponding to Riley and Parker’s principle of
clarity.

Riley and Parker argue furthermore, that completeness would correspond to quantity on

the one hand and to closure on the other, and according to it the perceiver will interpret

a stimulus as whole, whenever possible. In the example “John likes football more than

Gloria does”, one would be able to complete the sentence (“more than Gloria does like

football”), whereas in the example “John likes football more than Gloria”, one would

not have enough there to bridge the gap of information and decide whether John likes

football more than Gloria does, or whether John likes football more than he likes Gloria.

A famous ‘bridgeable’ picture referred to by the authors is Kanisza’s triangle (Figure

6.4). In cinema this principle can be seen in action whenever a partial representation of

a place or a character is recognised and taken for the whole thing, since the information

that it contains is sufficient to bridge the gaps, that is, to provide a realistic and

consistent, or simply recognisable, enough representation.

à   “John likes football more than Gloria does”

Figure 6.3 – Kanisza’s Triangle, example of bridgeable figure illustrating Gestalt’s principle of
closure and sentence exemplifying Grice’s maxim of quantity, both corresponding to Riley and
Parker’s principle of completeness.

For instance, in the representation of a character’s daily life, certain stereotypical

elements may constitute the equivalent of the vertexes of Kanisza’s triangle: if I see the

area around the vertexes, I can bridge the gap between them by imagining the sides.



Chapter 6

134

Likewise, if I see a shot showing the character having breakfast alone at home, a shot

showing him silently sitting at his desk in the office, a shot showing him at a

restaurant’s table alone, I can hypothesise that the character has a lonely life. That is, I

infer that the three shots are related by conjunctiveness as parts of a whole, and once I

have inferred that the elements that I see are part of a broader reality, I can create in my

mind a representation of the city as a whole, imagining also what I cannot see on the

screen. In fact, one of the most used cinematic syntagmas depends on the bridging

ability of the viewer. In Metz’s ordinary sequence, an action is represented through its

critical or essential moments, skipping what is not crucial to its understanding, counting

on the fact that the viewer will fill the gaps himself, interpreting the constituent shots as

connected by sequentiality as well as by conjunctiveness. In general, as we have

previously seen (chapter 6), cinematic language is based on creating, or better,

suggesting, diegetic worlds through partial representations, and the principle of

completeness underlies all cinematic techniques.

Finally, Riley and Parker argue that correctness would correspond to quality on the one

hand and to constancy on the other. And according to this principle the perceiver will

interpret a stimulus at face value. The authors report the example “The horse raced past

the barn fell”, where, used to the noun-verb sequence, one assumes that the horse is the

agent of raced, until one gets to the end of the phrase and realises that the phrase needs

to be reinterpreted and the horse needs to become the agent of fell: “The horse that

raced past the barn fell”. The example of the horse is then compared to that type of

‘impossible figures’ that we know from Escher and also from Magritte, which purposely

and playfully violate the gestalt principle of constancy (Figure 6.4).

à  “The horse raced past the barn fell”

Figure 6.4 – Penrose Triangle, example of impossible figure illustrating Gestalt’s principle of
constancy and sentence exemplifying Grice’s maxim of quality, both corresponding to Riley and
Parker’s principle of correctness.

A cinematic example of this type of violation is provided by the representation of space

and time in Marienbad, where the viewer is constantly forced to go back and forth to

figure out the connections between all the space-temporal fragments. One of the several
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examples of Marienbad’s ‘impossible figures’, is provided by a scene, where the main

characters are walking along the corridors of a palace: a short series of long-shots shows

them coming towards the foreground; from one shot to the other, the environment

changes, as if they where walking across different corridors, while their motion is

perfectly continuous, which is ‘impossible’ from the point of view of the diegetic reality

- since the characters’ motion should have been consistent with the discontinuity of the

space where it is taking place. That is, shots that according to the action taking place

appear to be connected by conjunctiveness, on the one hand, and on the other hand,

appear to be disjunct as far as the diegetic space is concerned.

With Marienbad, like with so much contemporary cinema, there is no solution to the

puzzle posed by the film, which is a cause of frustration and at the same time

fascination. However, this is the way cinematic language normally works: like in the

example of the horse, the viewer has to constantly go back to the previous shots to

check whether the connections that he had assumed to hold between elements actually

hold, and at any time his interpretation may have to change. For instance, if I see a

close-up showing the face of a man in the act of looking ahead, and then I see the shot

showing a landscape with a lake in the summer, I assume that the man finds himself in

front of the lake in the act of contemplating it. If, however, the next long-shot back to

the man shows me that he actually finds himself immersed in a winter mountain

landscape, I have to reinterpret what I have seen so far: I have to make a new

assumption on the connections between the different shots…till the next shot to come

will make my set of assumptions change again.

Very interestingly, then, Riley and Parker observe that both Grice’s and Gestalt

approaches are based on the theoretical assumption that higher order perceptions cannot

be reduced to physiological mechanisms, that this perception is enabled by innate

capabilities of the human species, and that the mind plays an active role in perception.

As we have seen9, this is consistent with the psycholinguistic approach to text coherence

and with the conception of cognitive relational primitives as principles of coherence in

discourse. Having seen the parallels between visual and textual processing, the next step

of our exploration is the graphical representation of discourse, and in particular, of

discourse relations.

                                                
9 See Chapter 2.
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6.2. Visual languages and document design

In text, the concept of meta-discourse (discourse about the discourse) refers to that type

of information that does not concern the propositional content itself, but the

organisation of the discourse and the position of the enunciator towards the discourse

content (Vande Kopple, 1988). Textual meta-discourse is expressed through cues and

indicators that help the writer to influence the reader’s interpretation of the propositional

content, and the reader to move through the text with a clearer understanding of the

discourse structure. In other words, meta-discourse and its devices are expressions of

the text’s coherence and fundamental elements of its cohesion.

6.2.1. Visual meta-discourse

Vande Kopple’s (1988) classification of meta-discourse vocabulary consists of seven

categories, classified as textual and interpersonal. Textual categories include

connectives, revealing discourse organisation and inter-textuality, and code glosses,

parenthetical definitions within sentences. Interpersonal categories include illocution

markers, identifying discourse acts; validity markers , assessing the probability of truth

of the propositional content (and including in turn hedges, emphatics and attributors);

narrators, letting the reader know who said what; attitude markers , revealing attitudes

of the writer towards the propositional content; commentary, directly commenting to the

reader (Table 6.2).

CLASSES CATEGORIES FUNCTION

CONNECTIVES reveal discourse organization and intertextualityTEXTUAL
METADISCOURSE

CODE GLOSSES parenthetical definitions within sentences

ILLOCUTIONARY MARKERS  identify discourse acts

VALIDITY MARKERS assess probability of truth of the propositional
content

NARRATORS let the reader know who said what

ATTITUDE MARKERS reveal writer’s attitudes towards propositional
content

INTERPERSONAL
METADISCOURSE

COMMENTARY directly comment to the reader

Table 6.2 – Vande Kopple’s (1988) classification of textual meta-discourse markers in written text.

Kumpf (2000) extended the concept of meta-discourse from the textual realm to the

visual realm, putting forward the notion of visual meta-discourse, and he suggests the

use of ten categories according to which meta-discourse could be visually represented

(Table 6.3).
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CATEGORIES EXPRESSION EFFECT

FIRST IMPRESSION general look of the document genre recognition

HEFT bulkiness of the document willingness to read

CONVENTION expected appearance for the type of document general perception

CHUNKING document organization in sections and subsections facilitated browsing

EXTERNAL SKELETON formatting elements of the document structure recognition

CONSISTENCY constancy of the document’s style stable visual reference

EXPENSE economical and aesthetic aspects of the document general reception

ATTRACTION visual standard of the document attention maintaining

INTERPRETATION iconic codification of information within the document text complementing

STYLE visual form of the document’s text text embellishment

Table 6.3 – Kumpf’s (2002) categorisation of visual meta-discourse parameters for document
design.

Kumpf’s ten categories of visual meta-discourse aim at expressing the meta-discourse

of text through its graphical elements. First impression concerns the general look of a

document in terms of conventional formats, which helps the reader to immediately

recognise its genre. Heft concerns the bulkiness of a document, which influences the

perception of a document and the willingness to use it depending on the contexts.

Convention describes what readers expect from the appearance of a document in

relation to what they actually have before their eyes, which influence their perception of

it. Chunking concerns the arrangement of text into discrete visual parts, such as

paragraphs, which help the reader to go through it. External skeleton concerns elements

of the format like page numbers, headings, indentations, headers or footers, etc., which

quickly show the reader how the document is assembled. Consistency concerns the

constancy of style that provides the reader with a stable visual reference against which

to organise and view the information provided by the text. Expense concerns the

economical and aesthetic aspects of a document, which depend on the context of its use

and affect the reader’s reception of the document. Attraction concerns the setting and

maintaining of a visual standard to capture and keep the attention of the reader through

the document to its end. Interpretation concerns the use of tables, graphs and photos in

the document, which reformulates information that is already in the text, or provide

further information, using visual codes. Finally, Style concerns the visual form that text

can take in a document, through font, font style, size, etc., which embellish the text10.

                                                
10 In contrast to textual meta-discourse categories, the visual meta-discourse categories proposed by
Kumpf express simultaneously both textual and interpersonal features, that is, the visual elements that
express the cohesion and coherence of text find themselves expressing its rhetorical features at the same
time. This is probably due to the fact that text is based on symbolic codes that have the ability to denote
abstract concepts in an analytic way, whereas graphics are based on iconic codes whose power of
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The parameters described above constitute the various visual dimensions of a document

according to which the text’s meta-discourse can be shaped through the use of graphic

features. In good document design, these dimensions concurrently contribute to provide

a general sense of cohesion and coherent structure, which in turn reinforces the

discourse’s structure. In order for this to happen, in each of Kumpf’s dimensions, the

use of graphic features needs to follow certain principles, which underpin document

design in general. These Gestalt principles (Campbell, 1995) guide the use of graphic

elements in creating a visual representation of the cohesion and coherence expressed

through the contents of written documents. The first of this principles is similarity:

formal similarity is capable of creating a sense of visual cohesiveness resulting in the

perception of continuity and unity, which allows the viewer to connect certain elements

and to keep certain other elements separated. However accentuated, similarity is more

strongly perceived when similar elements of configurations are also close to one

another: proximity (spatial and temporal) is another fundamental Gestalt principle of

cohesion, and it crucially co-operates with the principle of similarity to produce a sense

of continuity.

In fact, both similarity and proximity can work together to reinforce the perception of

unity and continuity between the elements of a configuration, or they can work in

opposition to ambiguate the relation between elements that would otherwise be

perceived as united and continuous (Figure 6.5).

Figure 6.5 – Illustration of the Gestalt principles of similarity and proximity and the
effect that they produce on the perception of the elements of a configuration. When
they work together, as in the configuration of the right, they produce an effect of unity
and continuity. When they work in opposition, like in the configuration on the left,
they produce and effect of ambiguity and discontinuity (Campbell, 1995).

Similarity and proximity can also create a sense of discontinuity when they are used

with a foregrounding function, that is, when a dissimilar element finds itself surrounded

                                                                                                                                              
abstraction is bound to connotative aspects, and whose modality of signification is more synthetic than
analytic.
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by a large number of similar elements (Figure 6.6). In general, when these two

principles work consistently in association, the intensity with which similarity and

proximity between the elements of a configuration appear has an impact on the sense of

unity and continuity: the more accentuated the similarity and proximity between two

elements, the stronger the sense of unity and continuity between them.

Figure 6.6 – Illustration of the effect of discontinuity used with a foregrounding
function. When a dissimilar element is surrounded by a large number of similar
elements, the dissimilar element is brought to the foreground, as in the configuration
on the right (Campbell, 1995).

Finally, size and symmetry constitute another pair of parameters determining the level of

unity and continuity perceivable between the elements of a configuration. There seems

to be a natural tendency to group the elements of a configuration to create large,

symmetrical units rather than small, asymmetrical ones, which means that there is a

tendency on the part of the reader/viewer to visually organise any configuration in

compact and balanced parts as far as possible (Figure 6.7).

Figure 6.7 – Illustration of the principles of size and symmetry and their effect on the
perception of a configuration. People tend to group the elements of a configuration in
large and symmetrical units, as in the configuration on the right, rather than in small
and asymmetrical units, as in the configuration on the left (Campbell, 1995).

The principles of similarity and proximity, size and symmetry, all can be observed in

document design, to express the document’s visual meta-discourse as described in

Kumpf (2000). Likewise, they could constitute principles of hypertext design, to express

the visual meta-discourse of the electronic interactive document. These principles could

guide the use of the graphic elements that characterise the visual dimension of the

electronic medium (as opposed to the visual dimension that characterise the paper-based
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medium) and could constitute the building blocks of electronic documents’ visual meta-

discourse. In this respect, founded in the seminal work of Jaques Bertin (1967/83/;

1977/81), certain semiologic studies on paper-based graphics, and subsequently on

electronic graphics, have isolated a number of linguistic variables that could be

fruitfully used to design visual meta-discourse configurations.

6.2.2. The language of graphics

In the 1960s and ’70s, Bertin developed the first systematic semiotic theory of graphics,

which he proposed as the basis for the scientific use of the graphic sign to represent

information (in particular, cartographic information). He was building on a tradition that

already existed before the Second World War, cultivated in movements like Bauhaus: in

1944, Kepes, a former member of the German school, proposed the graphic and visual

categories of position, size, value, colour, shape, texture, and so on (Koch, 2000-2001).

In contrast, Bertin develops a systematic approach to the use of visual categories,

conceiving graphics as a system that is capable of representing data with mathematical

precision. The linguistic dimensions of this “mathematics” constitute a system of

variables re-elaborated over the years by both Bertin as well as by other semioticians of

graphics building on his theories, with the aim of extending them from the realm of

paper based cartography to the realm of multimedia cartography.

Unlike graphic design – a free and subjective art that acts according to its own rules –

“graphics is a tool that obeys universal laws that are unavoidable and undisputable but

can be learned and taught” (Bertin, 2000-2001). Graphics rigorously processes pre-

defined data sets to represent relationships between previously defined concepts, by

using the properties of the visual image to make relationships of difference/similarity,

order or proportion appear among data. “The image is a meaningful form that is

perceived instantaneously and is created within the three dimensions X, Y, Z.”, so “it

can transmit the relationships between three independent data sets” (Bertin, 2001). This

transmission takes place through a specific graphic sign system, and it is based on

specific criteria, in order to extract and represent in a non-subjective way the

information that is potentially contained in a set of data, and to make it immediately

accessible and understandable to the reader.

Bertin’s graphic sign system is constituted by two groups of variables, called variable of

the image and differential variables. The first group of variables includes the two

dimensions of the Cartesian plane (X and Y), that is, the distribution of graphic objects

in the visual field; the size of graphic objects; the value of graphic objects, that is, their
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degree of luminosity. Size has the ability to show ratios, and in any combination of

variables size and value define order (by variation of light energy) prior to the other

variables, which are perceived along the Cartesian spatial dimension Z (in depth, that

is). These variables are said to be dissociative, because they signify different concepts

and can be effectively used at the same time to establish relationships. The group of

differential variables includes texture; colour; orientation; and shape. These are said to

be associative variables, because their use can be associated with the use of the other

variables. They do not interfere with the action of the other variables, as they merely

have a differential function, that is, they are used to separate elementary images, but

they cannot be used at the same time without generating confusion and inconsistency

(Bertin, 2001) (Table 6.4).

For instance, two objects having the same shape, size and value find themselves on the

plane, they suggest a relation of similarity and equivalence. If one of them has a lighter

value, this difference of value suggests an order along the Cartesian dimension Z, which

produces an effect of subordination of one object with respect to the other. If the two

objects are distributed on the plane next to each other, whether they are related by

similarity or by subordination, their relation is emphasized. If they are distributed far

apart, their relation is less perceivable. If two objects have the same shape and value,

but different size, the difference in size suggests a quantitative difference. If the two

objects also have different values, the difference in value suggests a difference in depth,

that is, an order along the dimension Z, emphasized by the difference in size.

Now, as mentioned above, if one complements the use of the dissociative variables with

the use of the associative variables, they must be used one at a time, to make it possible

for the reader to relate to one another the objects on the plane. For instance, if one uses

shape to differentiate two objects (eg. icons of different trees on a topographic plan, to

identify various kinds of vegetation in an area), the orientation of their shape should be

the same (the trees should all oriented in the same direction), to facilitate their

recognition and comparison. Likewise, if texture is used to differentiate two objects,

using colour may be superfluous and may end up being confusing. At times, the

combination of the dissociative variables with the associative variables requires

attention, as it may be problematic. For instance, value can be used to suggest order

between two objects having the same shape and different size, but then the two objects

need to have the same colour, because variations of value are difficult to perceive

between different colours.
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GROUP PROPERTY CATEGORY FUNCTION

DISTRIBUTION emphasises relations

SIZE shows ratio and order

VARIABLES OF
THE IMAGE

Dissociative : signify
different concepts and
can be effectively used at
the same time

VALUE shows order

TEXTURE

COLOUR

ORIENTATION

DIFFERENTIAL
VARIABLES

Associative : do not
interfere with the action
of the other variables, but
generate confusion if
used at the same time

SHAPE

differential variables:

separate elementary images

Table 6.4 – Bertain’s (1967-2001) graphic sign system, it’s variables and their properties.

In subsequent years, Bertin’s variables have been further articulated or extended with

other variables, like background and foreground (Brewer, 1992); and transparency

(MacEachren, 2000-2001). Knoch (2000-2001) proposed a system of variables for

multimedia environments, including visual, sound and tactile variables. In this system

the visual variable can be 2D static, like size, value/shading, texture, colour, orientation,

shape and arrangement (Bertin, 1983; Kraak, 1990; Dransch, 1995; Buziek, 1995); 2D

dynamic, like speed, viewpoint and distance (Krigier, 1994); or 3D dynamic, like

perspective and overlapping (Vasconcellos, 1993). The sound variables are location,

loudness, pitch, register, timbre, duration, rate of change, order and attack/decay.

Finally, the tactile variables of Koch’s system are volume, size, value, texture/grain,

form, orientation and elevation (Table 6.5).

CATEGORY VARIABLE

2D STATIC à size, value/shading, texture, colour, orientation, shape, arrangement

2D DYNAMIC à speed, viewpoint, distance, other…

VISUAL

3D DYNAMIC à perspective, overlapping

SOUND location, loudness, pitch, register, timbre, duration, change of rate, order, attack/decay

TACTILE volume, size, value, texture/grain, form, orientation, elevation

Table 6.5 - Knoch’s (1999) graphic system of variables for multimedia environments.

6.3. Visual languages and cognitive coherence relations

In this chapter we have seen how it is possible to establish a parallel between textual

and visual processing, and how textual documents themselves normally express a visual

meta-discourse conveyed by a number of graphic features. These visual features can be

used to produce a sense of continuity and cohesion between the different parts of the

document, which are achieved through the observation of criteria like proximity and
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similarity, size and symmetry. These criteria can regulate the use of visual linguistic

elements, graphic dissociative and associative variables that constitute the building

blocks of any visual meta-discourse, whether it is paper-based or electronic.

Based on what we have previously discussed, we propose that the concept of visual

meta-discourse could be extended to hypertext document design, and that the document

design principles that we have described could regulate the use of the graphic variables

also described above, in order to express hypertext discourse structure. In order to do so,

since we want to represent hypertext discourse structure based on the visual expression

discourse connections, we need to find a way of using graphical effects of similarity and

difference; order and proportion; proximity, size and symmetry; to express relational

primitives like cognitive coherence relations. In the next chapter, observing these

principles in the use of a number of electronic graphic variables, we propose the design

of a set of coherence relations, selected to produce a first study about the interpretability

of such basic relational concepts when they are expressed through visual dynamic

features, following the main ideas proposed in this essay.

Before we do that, though, we must take into account a fundamental aspect. As we have

seen, the Gestalt principles and the graphic variables described above can be used to

produce weaker or stronger relations of continuity and cohesion, similarity and

difference, foreground and background, order and ratio, between the objects that are

distributed on the plane (the visual field). In the electronic environment, these relations

become dynamic and therefore more complex, since dynamic variables can represent

visual transformations and, in so doing, express temporality. However, although these

relations may produce both static and dynamic visual coherence in the most

sophisticated ways, they still do not automatically have a correspondence with the

cognitive relational primitives on which discourse coherence is based. That is, the

conceptual order expressed by visual coherence and the conceptual order expressed by

discourse coherence do not necessarily coincide for all of the cognitive relational

primitives that are at work in discourse coherence.

In other words, if similarity or sequential visual relations in the electronic environment

seem to have a perfect correspondence with similarity and sequential relations in textual

discourse, for causal or conditional relations this correspondence does not seem to be as

straightforward: the conceptual complexity expressed by causality and conditionality

requires a sophisticated approach to the use of graphic variables. On the other hand, as

we have seen, using as many variables as one can have in electronic environment,
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requires particular attention and selectiveness, if relations are to be expressed in a

consistent and congruent way. This means that, although Gestalt and graphics principles

can guide the expression of visual relations, and ultimately basic discourse relations,

there is always an element of design involved, leaving room for the creation of ever new

codifications. In the next chapter we propose one such scheme.



 Clara Mancini, 2003

CHAPTER 7

RENDERING DISCOURSE RELATIONS WITH GRAPHICS AND

ANIMATION

In this chapter the principles of visual perception and the variables of
graphics presented in the previous chapter guide the design process of
rendering cognitive coherence relational concepts through animated
visualisations, for experimental purposes. A set of eight more basic and
commonly acknowledged relations is selected to be graphically rendered,
and its selection is motivated. The set comprises: causality, conditionality,
conjunctiveness, disjunctiveness, similarity, contrast, elaboration and
background relations. To render these relations, a minimum number of
graphic variables is used, in order to keep any visual ‘noise’ as low as
possible and to enhance the distinctiveness of the resulting representations:
eight animated relational patterns.

7.1. Rendering cognitive coherence relations in hypertext

Thus far we have seen how, according to the psycholinguistic approach to text analysis,

coherence is a cognitive phenomenon that is achieved through the inference of

relational concepts holding together discourse parts, and how these concepts are

signalled through a number of cohesive devices that guide the reader’s interpretation1.

We have also seen how these relational concepts derive from a small set of primitives,

and how these primitives can be used to account for coherence in hypertext and in

cinema, as well as in text. We have then observed how in cinematic discourse, which

cannot rely on connective devices comparable to the ones that operate in text, coherence

relations can be inferred from the way in which the language’s formal - mainly visual -

features are used2. Finally, we have seen how formal features can be used in document

design to produce a visual meta-discourse, how in fact parallels can be drawn between

textual and visual processing, and how graphic elements can constitute the variables of

a visual language capable of expressing abstract relational concepts like similarity,

difference, order, ratio, etc3.

Based on all these observations, we hypothesised that it should also be possible to

implement a visual language capable of expressing abstract relational concepts, the

                                                
1 Chapter 2.
2 Chapter 4 and 5.
3 Chapter 6.
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relational concepts this time being the cognitive primitives that determine coherence in

discourse construction and interpretation. In other words, we hypothesised that both

static and dynamic graphic variables could be used to express visual relationships

between objects - hypertext nodes - that signify cognitive relational primitives. To

verify this hypothesis, an empirical study was designed in which we asked people to

evaluate the cognitive relations that we had graphically designed. The preparation of the

relations’ renderings to be tested involved three steps. First we selected a subset of

cognitive coherence relations, among the ones previously identified in our hypertext and

cinematic analyses, with the purpose of rendering them graphically. Second, we

selected a subset of static and dynamic graphical variables and we used them according

to Gestalt principles and graphics norms to visually render the cognitive coherence

relations of the selected subset. Third, for each selected cognitive relation, we

implemented a small animation in which the relation holding between text chunks was

rendered through the visual pattern that had been designed to express that particular

relation.

In the following section of this chapter, we describe the rationale for selecting the set of

cognitive coherence relations to be used in the empirical test. In the next section of this

chapter, we describe the rationale for the selection of some of the graphic variables and

the design principles followed to visually render the traversal of the relations, and we

describe the resulting implemented animation. Finally, Chapter 8 is devoted to the

description of the experiment’s preparation and execution, and to the discussion of its

results.

7.2. Selecting an experimental set of relations

For the purposes of the study, we needed the relation sub-set to be as representative as

possible of the different relation types identified in our hypertext and cinematic

analyses, that is, to express the most frequently encountered or relevant relations. At the

same time, however, it was important to restrict the size of the set, to make sure that the

respective renderings could be as different as possible from one another: the fewer

relations the greater the distinction between their visual representations. Furthermore, it

was desirable that the subset be based on those coherence relations that have high

agreement amongst theoreticians, that is, those that are more understood and solidly

established in the study of discourse coherence (for instance, causality).  Finally, we

wanted them to be as close as possible to fundamental primitives, that is, to be as far as
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possible in their basic form (for instance, semantic rather than pragmatic and in basic

rather than non-basic order). As a result of all these considerations, we put together the

set of eight relations described below. Table 7.1. shows them organised according to the

parameters that define them: causal/additive, positive/negative, actual/hypothetical,

conjunctive/comparative. As we will see in the next section of this chapter, it is based

on these parameters that the relations were associated to graphical variables to produce

their visual rendering for experimental purposes.

CAUSALITY - holding between the propositional content A of a discourse part (text span

or cinematic shot) and the propositional content B of another discourse part (text span

or cinematic shot), when A is presented as causing B (Sanders et al., 1993; Louwerse,

2001).

CONDITIONALITY - the hypothetical form of causality - holding between A and B, when A

is presented as causing B, but only if A holds in the first place (Sanders et al., 1993;

Louwerse, 2001), or in the case that A is relevant enough (Meyer, 2000).

CONJUNCTIVENESS - holding between the propositional content A of a discourse part and

the propositional content B of another discourse part, when A is presented as simply

coexisting with B (Sanders et al., 1993), or also being equivalent to B (Pander Maat,

1999; Louwerse, 2001).

DISJUNCTIVENESS - the negative of conjunctiveness, holding between A and B, when A

is presented as being alternative to B (Sanders et al, 1993; Louwerse, 2001).

SIMILARITY - holding between the propositional content A of a discourse part and the

propositional content B of another discourse part, when A is presented as being similar

or equivalent to B in some relevant respect (Knott, 1998; Pander Maat, 1999, Louwerse,

2001).

CONTRAST - the negative of similarity, holding between A and B, when A is presented

as being opposed or unequal to B in some relevant respect (Louwerse, 2001).

ELABORATION - holding between the propositional content A of a discourse part and the

propositional content B of another discourse part, when B is presented as elaborating,

expanding, explaining A (Mann and Thompson, 1988).

BACKGROUND - holding between the propositional content A of a discourse part and the

propositional content B of another discourse part, when B is presented as the

explanatory context in which A exists or occurs (Mann and Thompson, 1988).
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SOURCE OF
COHERENCE

BASIC
OPERATION

POLARITY HYPOTHETICALITY COMPARATIVENESS RELATIONS

N/A NON-COMP. conjunctivenessPOSITIVE

N/A COMPARATIVE similarity

N/A NON-COMP. disjunctiveness

ADDITIVE

NEGATIVE

N/A COMPARATIVE contrast

ACTUAL N/A causality

SEMANTIC

CAUSAL POSITIVE

HYPOTHETICAL N/A conditionality

ADDITIVE POSITIVE ACTUAL N/A elaborationPRAGMATIC

CAUSAL POSITIVE HYPOTHETICAL N/A background

Table 7.1 – Sub-set of cognitive coherence relations chosen to be visually rendered and empirically
tested. They are here organised according to the relational parameters that define them and that
were used to define their visual rendering.

Apart from the general criteria mentioned at the beginning of this section, the choice of

each relation was also based on additional criteria. First of all, a major distinction in the

various classifications of coherence relations that we have previously described4 is

made between two types of basic operation: causality and  additiveness (Sanders et al.,

1993). As we have seen, this distinction is a fundamental one and it was the first one

that we considered when selecting our corpus of relations to experiment with. Another

important distinction concerns the nature of additive relations (Pander Maat, 1999): as

we have seen, an additive relation can indicate a coexistence consisting of a

complementarity with respect to a whole - in which case we have a conjunctive relation

- or it can indicate the equivalence of two entities with respect to some elements or

parameters - in which case we have a similarity relation. We felt that this distinction

was also an important one and merited coverage in our set, so comparativeness

constituted another criterion of selection (Knott, 1998).

Another fundamental and generally acknowledged distinction concerns the polarity of

relations, which can be positive or negative (Sanders et al., 1993): we accounted for

negative polarity relations as far as additive relations are concerned, and included in our

experimental corpus disjunction (negative of conjunction) and contrast (negative of

similarity). As far as causality is concerned, we included in the corpus its hypothetical

form, conditionality, to see what would happen when a complicating factor like

hypotheticality was added (Sanders et al., 1993).

The relations described thus far are all semantic, are generally acknowledged and least

controversial among the theoreticians, and constitute very basic and more robustly

                                                
4 Chapter 2.
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defined relational concepts. We have seen how, despite being acknowledged, the

distinction between semantic and pragmatic relations is more controversial, but we felt

that it was important to include in our set also two pragmatic relations, because we

encountered them so often in our hypertext and cinematic analyses: elaboration and

background (Mann and Thompson, 1988).

The pair also seemed interesting because the two relations seem to express opposite

discourse motions. Elaboration holds between a piece of information and added extra

information that expands and develops the piece of information already provided. Going

in the opposite direction, background holds between a piece of information and another

piece of information (pre-existing in conceptual, spatial or temporal terms) on which the

first piece of information is based and by which it is contextualised. In the first case

extra information is provided to develop a richer and more in-depth picture about a

subject. In the second case, basic information is provided to make it possible for the

reader to understand a subject, on the basis of what comes before.

7.3. Designing the selected set of cognitive coherence relations

As anticipated in the previous section, the graphic rendering of the selected relations

involved the use of text, that is, the text spans of long sentences, originally held together

through connectives, were chunked and distributed in different text boxes, which

constituted graphic objects. These objects were attributed graphic features and animated

in order to visually render the conceptual connection that was originally holding

between the text chunks now contained in the objects. The design challenge was to reify

the connection between two objects, as expressed by each coherence relation, in as

compelling a manner possible, within certain visual and animation constraints, in order

to maximise their expressive effectiveness. As in cinematic projection and in hypertext

navigation, each representation had to be dynamic, that is, it had to have a temporality.

And for each relation, the transition between one representational stage to the other had

to be meaningful itself, not only the final state.

To reify the relation renderings, we used examples of argumentative passages from a

history of science text, which was selected because it was conceptually not too

complex, because its literary style was very accessible, and also because its contents

were, ideologically speaking, neutral or at least non controversial, since the subject
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matter concerned facts for the distant past5. This was to make sure that the interpretation

of the text’s conceptual content and logical connections would not present any difficulty

or raise any ambiguity.6 Out of all the material provided by the book, we selected a

particular subject (theories about the orbiting of planets in the solar system), so that all

the relations would be reified in the text within the same conceptual context. From the

relevant sections, we then isolated short passages of text, each passage consisting of a

pair or a triple of sentences. The sentences of each pair or group held with each other

one of the eight selected cognitive coherence relations (examples are given below for

each relation). Finally, each pair or triple of related sentences was represented on screen

respectively within a pair or triple of related text windows, and those windows were

attributed certain graphical properties expressing the relation holding between the

content of one sentence and the content of the other. The variables used to design the

text boxes, so that their composition would generate visual patterns expressing the

text’s relational patterns, are shown in Table 7.2.

As in Kumpf (2000) and Campbell (1995), the use of these graphical properties would

constitute the visual meta-discourse of the selected text, but unlike in Kumpf and

Campbell, this meta-discourse would especially and only take into account the

expression of the logical discourse’s connections. To this end, all cue phrases

connecting one sentence with the other in the original text were removed, and all

sentences where made grammatically and conceptually independent, in order to let

visual clues play the connective role instead – as often happens in hypertext.

In order to be as differentiated as possible (and therefore recognisable by the people

involved in the experiment), each representation also had to be kept as minimalist as

possible, making use of no more formal elements than strictly necessary. Out of all the

graphical variables mentioned above, from Knoch’s static variables (2000/2001) we

only made use of value and arrangement, which correspond to two of Bertin’s

dissociative variables of the image. Size was not used as a variable, but came as a

consequence of the quantity of text making up each sentence, whose format was a

constant. Shape (one of Bertin’s associative variables – 2000/2001), was only used in

                                                
5 In a pilot study, where we used a philosophical hypertext essay (see the analysis of Kolb’s hypertext,
Chapter 3) or ideologically loaded texts (Greek and Greek, 2000), the content was so hard for subjects to
understand or so controversial to accept neutrally that it interfered with the primary effect in which we
were interested, namely their perceptions of the animated link transitions.
6 The experimental sessions were designed to be not more than an hour long in order not to bore or
exhaust the volunteer subjects, thus imposing a practical limit on the complexity of the material in order
to maximise subjects’ attention on the relational transitions of interest in this study. In a learning context,
more demanding materials would be used with students.
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the representation of two relations, elaboration and background; for the other relations,

the shape of the windows also came as a consequence of the quantity of text contained

in each one. Only overlapping was among the 3D-dynamic ones. Instead, the

appearance and placement of each text window on screen, which does not seem to be

counted as graphical variable by Knoch, had discriminating value in our

representations. Table 7.2 shows which variable of Knoch’s categories were used to

design the boxes and with what function, which ones were not used and for what

reason.

CATEGORY VARIABLE USE MOTIVATION AND FUNCTION

size NO Expresses ratio, that is, relationships of quantity
(between objects of the same shape), which
was not being focussed on.

value YES Expresses order. So gradual change of value
was used to express directionality and progress
in a chain of events (causality and
conditionality) or in discourse progress
(background).
Radical change of value, however, was not
used to express order, but to achieve an effect
of similarity (when the value of an object
changes to the value of the other) or contrast
(when the value of an object changes to the
opposite of the value of the other) in
comparative relations.

arrangement YES In general, it facilitates comparison and
emphasises relationships through proximity.
The final positioning along a vertical axis was
used to express the order of events in the reality
(causality, conditionality – partially also in
elaboration), and the final positioning along a
horizontal axis was used to express order in
discourse (conjunction, disjunction, similarity,
contrast – partly also elaboration and
background).

colour NO Can be used to differentiate elementary images,
but reduces comparability of objects that are
meant to be equivalent and makes it difficult to
use the variable of value. To maximise
comparability between objects, they were given
the same colour: greyscale only was used.

orientation NO Can be used to differentiate elementary images,
but may reduce comparability. Plus, being the
objects text boxes the only possible orientation
is the one that allows comfortable reading.

texture NO Can be used to differentiate elementary images,
but may reduce comparability. In this case, it
would have interfered with the readability of text.

VISUAL 2D STATIC

shape YES Can be used to differentiate elementary images,
but it may reduce comparability. It was generally
determined by the quantity of text and by the
imposed length of the objects sides (which
needed to be comparable with the sides of other
objects). It was used as an expressive variable
with conditionality and background (to create an
effect of enclosure of one object within another
behind it) and with elaboration (to create an
effect of differentiation).



Chapter 7

152

speed NO The speed at which objects entered the visual
field and positioned themselves in relation to
others, could have been used to express the
strength of the relation (for instance, causal vs
additive). However, it was kept as a constant to
avoid ‘noise’ effects.

viewpoint NO Could be used to express the degree of the
writer’s involvement in discourse, but was kept
as a constant to avoid ‘noise’ effects.

distance NO Could be used to express the degree of the
writer’s involvement in discourse, but was kept
as a constant to avoid ‘noise’ effects.

2D DYNAMIC

trajectory
(added to
Knoch’s list
as
‘others…’)

YES The trajectory of objects placing themselves to
position was used to express the provenance of
events (causality and conditionality) or concepts
(similarity and contrast).

perspective NO All objects were treated as if they were moving
on the plane and as if they were flat, to maintain
the representations simple and close to the
‘writing plane’.

(visual
cont/d)

3D DYNAMIC

overlapping YES Was used to express the sense of enclosure of
one object within one behind it (conditionality
and background), and to express a sense of
difference in discourse level (elaboration and
background).

SOUND location, loudness, pitch,
register, timbre, duration,
change of rate, order,
attack/decay

NO N/A. No sound effect was used for this
experimental rendering, in order to reduce the
complexity of each representation.

TACTUAL volume, size, value,
texture/grain, form, orientation,
elevation

NO N/A.

Table 7.2 – Knoch’s (2000/2001) graphic variables, with the indication of which ones were used to
design the text windows in order to visually render the subset of cognitive coherence relations. They
refer to the design of the boxes alone.

All these variables were applied exclusively to the boxes containing the sentences, but

the text itself was not attributed visual variables. Normally, font, size, style and colour

of text were treated as constants, except in one case, where the colour had to invert from

the very light grey used by default to a very dark grey, in order to be readable on a

much lighter background. That is, even the change of colour, in the one case when it

occurred, came as a consequence of other changes and its aim was to maintain the

constancy of text readability.

The specific use of the preselected graphical variables to represent each relation was

driven by the previous analysis of the logical content and conceptual implications of the

relation itself, and ultimately by their parametrical definition - as illustrated in Table

7.3. and 7.4.
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PARAMETER VALUE RENDERING OF THE PARAMETER’S VALUE

SEMANTIC Positioning of the objects one next to the other.
Equal length of the objects’ sides that find themselves
next to each other.

SOURCE OF COHERENCE

PRAGMATIC Overlapping of objects on one of the sides
(elaboration) or completely (background).

ADDITIVE Alignment of objects along the horizontal axis (except
in elaboration).
Use of the same value throughout or at the initial stage
(except in similarity, contrast, elaboration).
Appearing of the second object next to the first object
(except in similarity and contrast) or overlapped to it
(elaboration).

BASIC OPERATION

CAUSAL Alignment along the vertical axis (except in
background).
Gradual intensification of value from one state of
events to the other.
Sliding down of the second/third object from behind
the first/second object (except in background).

POSITIVE Intensification or stability of value, from the
appearance of one object to the appearance of the
other (except in elaboration).

POLARITY

NEGATIVE Change of the value of the object that was first in the
visual field to a value that contrasts the value of the
object that appears second.

HYPOTHETICAL Complete or partial enclosure of an object (containing
the text that refers to the consequence) within the
object behind it (containing the text that refers to the
pre-existing condition).

HYPOTHETICALITY

NON-HYPOTH. -

COMPARATIVE Radical change of value of the object that is already in
the visual field to contrast or match the value of the
object coming into the visual field second.
Entering of the second object from the side of the
visual field opposite to where the first object is; sliding
of the second object towards the first and positioning
next to it.

COMPARATIVENESS

NON-COMP. -

Table 7.3 – Parameters defining the experimental subset of relations and graphical choices that
were made to render them visually.

RELATION
SOURCE OF
COHERENCE

BASIC
OPERATION

POLARITY
HYPOTHETI-

CALITY
COMPARATI-

VENESS

CONJUNCTIVENESS semantic additive positive no no

SIMILARITY semantic additive positive no yes

DISJUNCTIVENESS semantic additive negative no no

CONTRAST semantic additive negative no yes

CAUSALITY semantic causal positive no no

CONDITIONALITY semantic causal positive yes no

ELABORATION pragmatic additive positive no no

BACKGROUND pragmatic causal positive yes no

Table 7.4 – Parametrical attributes of each relation: these conceptual attributes were rendered in
graphical terms and therefore each of them contributed to shape the relations that they define.
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More specifically, the rationale for the rendering of each coherence relation is detailed

below (the reader is recommended to view Appendix 3, § App.3.2. on CD-Rom).

CONJUNCTIVENESS - The presence or appearance of two entities or phenomena at the

same time in the same space denotes a conjunctive relation. That is, whenever two

entities or phenomena are recorded in such circumstances, they are connected by

conjunction. Conjunction only says that the two entities or phenomena coexist in the

same place at the same time, without saying anything about the reasons behind or the

modalities of their co-presence. As far as the specific context of their occurrence is

concerned, they play an equivalent and complementary role in constituting a whole. In

this respect, as Pander Maat (1999) discussed, they are also similar in terms of the role

that they play, that is, of the importance that they have in the general picture.

In this specific case, the additive relation was reified by the text spans:

A. Part of Newton’s astronomical theory derives from Galileo’s kinematic laws of

falling bodies and projectiles, and from the completion of his principle of inertia.

B. Part of Newton’s astronomical theory derives from Kepler’s descriptive laws of

planetary motion, and from the completion of his conception of gravitation.

They were rendered as follows (Figure 7.1):

Figure 7.1 – Two screen shots from the animated graphic rendering of conjunctiveness.

The two respective text windows are given the same value and their vertical sides are

given the same length; they appear on the screen next to each other, one at a time, the

window containing the first text span appearing on the left and the window containing

the second text span appearing on the right after 2 seconds. Firstly, the concept of

addition is rendered by the windows appearing next to each other, with the order of

Part of Newton’s astronomical
theory derives from Galileo’s
kinematic laws of falling
bodies and projectiles, and
from the completion of his
principle of inertia.

Part of Newton’s astronomical
theory derives from Galileo’s
kinematic laws of falling
bodies and projectiles, and
from the completion of his
principle of inertia.

Part of Newton’s
astronomical theory derives
from Kepler’s descriptive
laws of planetary motion,
and from the completion of
his conception of gravitation.
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appearance following the direction of reading that we are familiar with7. Secondly, the

concept of equivalence, and similarity in the sense of Pander Maat (1999), is rendered

by the value of the windows’ areas, and is reinforced by the fact that their sides are of

identical length, and they appear next to each other and not, say, one under the other.

The way the windows positioned themselves was the simplest possible one, to render

the fact that the two entities are simply related as complementary components of a

whole.

DISJUNCTION - The negative of a conjunctive relation is a relation that fails to meet the

expectation of conjunction, or else defies the rule set by the positive conjunctive

relation (to use Knott and Dale’s words, 1996). Two entities or phenomena do not

coexist in a space-time interval, but are alternative to one another, that is, exclude each

other. The relation obviously implies their actual existence, but it also implies that this

can only be at different times, in different places, or in different circumstances.

The text spans selected to reify alternative are:

A. In Galileo’s times, one could have embraced the heliocentric theory incurring the

consequence of being considered a heretic by the Catholic Church.

B. In Galileo’s times, one could have rejected the heliocentric theory and still have the

chance of being considered a good Catholic.

They were rendered as follows (Figure 7.2):

Figure 7.2 – Two screen shots from the animated graphic rendering of disjunctiveness.

The text windows are given the same appearance as those used to represent the additive

relation, with the difference that when the second window appears on the right 2

seconds after, the window on the left has the value of its background changed to a very

                                                
7 At least in Western civilizations.

In Galileo ’s times, one
could have embraced
the heliocentric theory

incurring in the
consequence of being
considered an heretic
by the Catholic Church.

In Galileo ’s times, one
could have embraced
the heliocentric theory

incurring in the
consequence of being
considered an heretic
by the Catholic Church.

In Galileo ’s times one
could have rejected
the heliocentric theory

and still have the
possibility of being
considered a good

Catholic faithful.

In Galileo ’s times, one
could have embraced
the heliocentric theory

incurring in the
consequence of being
considered an heretic
by the Catholic Church.
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light grey, which makes it difficult to read the text. In other words, the concept of

alternative, of reciprocal exclusion of the two situations, the defeat of the expectation of

additiveness expressed by this negative relation, are rendered through the fact that as the

second span of text appears, the first one becomes unreadable.

CAUSALITY - On the other side of the spectrum with respect to additiveness, causality is

the strongest logic relation between two entities or phenomena. The causal relation

implies additiveness, in that the two entities or phenomena connected are part of the

same picture, context, or situation. It implies sequentiality, that is, order, in that one

entity or phenomenon necessarily follows the entity or phenomenon that has caused it

(Louwerse, 2001). It implies conditionality, as discussed by Meyer (2000), in that the

appearance of one entity or phenomenon necessarily conditions the appearance of the

other. However, that bound of conditionality is so relevant (to use Meyer’s term), the

connection is so specific, that in fact the first entity or phenomenon is directly

producing the second.

The text spans, three this time, selected to reify causality are:

A. Galileo ignored Kepler’s demonstration of the elliptical orbits of planets and

continued to believe that planetary revolutions were a “natural” motion requiring no

external mover.

B. Galileo failed to see that the actual geometry of the heavens contradicted any

spherical model.

C. Galileo missed the problem of how planets were retained in their elliptical orbits.

They were rendered as follows (Figure 7.3):

Figure 7.3 – Two screen shots from the animated graphic rendering of causality. The arrow visible
in the left shot (representing the initial phase of the animation) is only illustrative and it is used
here (on paper) to signify the box’s movement.

Galileo failed to see that the actual
geometry of the heavens contradicted

any spherical model.

Galileo ignored Kepler’s demonstration of

the elliptical orbits of planets and
continued to believe that planetary
revolutions were a “natural” motion
requiring no external mover.

Galileo missed the problem of how
planets were retained in their elliptical
orbits.

Galileo failed to see that the actual
geometry of the heavens contradicted

any spherical model.

Galileo ignored Kepler’s demonstration of

the elliptical orbits of planets and
continued to believe that planetary
revolutions were a “natural” motion

requiring no external mover.
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The three windows respectively containing the three text spans are arranged one under

the other, the second sliding down from behind the first as soon as the first has

appeared, and the third sliding down from behind the second as soon as it has reached

its position. They all share the same width, while the height of each is determined by the

quantity of text contained in each window. The value of the windows’ background

becomes increasingly darker from the first to the third, and the ratio of increment is the

same from the first to the second and from the second to the third, that is, they are

equidistant, as far as the value is concerned (as prescribed by Bertin, 2000/2001). In this

configuration, the order of the events is rendered by the arrangement of the text

windows, while the fact that the second and the third windows appear by sliding down

from the previous one renders the fact that the second and the third events follow, and

are brought about, respectively by the first and the second event. At the same time, the

darkening of the background renders the idea of progression in the forging of a logical

chain. Finally, the cohesion between the three events is reinforced by the fact that the

three windows have the same width.

SIMILARITY - Similarity establishes a connection between two entities or phenomena that

may belong to different semantic worlds and that may not have any logical connection

with each other. However, the connection established between them often enlightens

their nature, and often reveals certain aspects of one or the other that may have been not

as evident before the comparison occurred. This relation does not imply chronological

order, and between the connected entities or phenomena there is no hierarchy, but rather

equivalence, that is, they are independent objects connected on the grounds of what they

happen to have in common.

The text spans selected to reify similarity are:

A.  A projectile’s trajectory is determined by inertia, which makes it fly forward, and by

gravitation, which makes it fall back onto the ground.

B.  A planet’s trajectory around a bigger planet is determined by inertia, which makes

it move forward, and by gravitation, which makes it deflect from a rectilinear motion.

They were rendered as follows (Figure 7.4):
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Figure 7.4 – Two screen shots from the animated graphic rendering of similarity. Here too, the
arrow visible in the left shot (representing the initial phase of the animation) is only illustrative and
it is used to signify the box’s movement.

The two corresponding windows are arranged to end up next to each other, with the left-

hand one first sliding onto the screen from the centre-left, immediately followed by the

second entering the screen from the centre-right and sliding into place next to the first.

They have the same height, while their width is determined by the quantity of text

contained in each one. The window containing the left text span, the one appearing first,

has the default grey background, whereas the window containing the second text span,

the one sliding in, has a very dark grey area. However, as soon as the second window

reaches the first one, the area of the first one turns into the same very dark grey.  In this

configuration, the assimilation of the phenomenon described in the first text span to the

phenomenon described into the second text span is rendered by the change of

background to which the first window is subject. The fact that the second window slides

in refers to the “coming together” of different semantic worlds on the basis of a

structural analogy between them; while the fact that the second window comes from a

side and takes position next to the first window (and not below or above) refers to the

fact that the relation is bi-directional (Louwerse, 2001), or multinuclear (Mann and

Thompson, 1988). Finally, the cohesion between the two objects is reinforced by their

identical height.

CONTRAST - Contrast is the negative of the similarity relation, as it fails to meet the

expectation of similarity, or else defies the rule set by the positive similarity relation.

That is, a relation that connects two entities or phenomena presuming a possible

similarity between them on the basis of certain elements or aspects is finally

contradicted on the basis of certain other elements or aspects.

The text spans selected to reify contrast are:

In Ptolemy’s planetary

system, the earth is at
the centre of the universe
and the sun, along with
the other planets, rotates
around it.

In Copernicus’ planetary
system, the sun is at the

centre of the known
universe and the earth,
along with the other
planets, rotates around it.

In Ptolemy’s planetary
system, the earth is at
the centre of the universe
and the sun, along with
the other planets, rotates

around it.

In Copernicus’ planetary
system, the sun is at the
centre of the known
universe and the earth,
along with the other

planets, rotates around it.

In Ptolemy’s planetary
system, the earth is at
the centre of the universe
and the sun, along with
the other planets, rotates

around it.
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A. In Ptolemy’s planetary system, the earth is at the centre of the universe and the sun,

along with the other planets, rotates around it.

B. In Copernicus’ planetary system, the sun is at the centre of the known universe and

the earth, along with the other planets, rotates around it.

They were rendered as follows (Figure 7.5):

Figure 7.5 – Two screen shots from the animated graphic rendering of contrast. Again, the arrow
visible in the left shot is only illustrative and it is used to signify the box’s movement.

The windows containing the two spans of text above are shaped the same way as they

are in the similarity relation, with the difference that this time, when the second window

reaches the first window already in place, the background of the first one turns into a

very light grey, which visually produces a great contrast between the two objects – in

this case, and only in this case, the text colour has to change from the standard almost

white to almost black. In this configuration, the concept of equivalence and potential

comparability between the two phenomena described in the text spans is still rendered

by the use of the graphical variables, however the failure of the comparison is rendered

by the contrast of the background values.

ELABORATION - Elaboration connects an element of discourse or a concept to its

expansion - in terms of explanation, clarification, or articulation - deeper level of

discourse with respect to the expanded element or concept. For some recipients, that

expansion may be superfluous to the understanding of the discourse’s structure and

development, since they already have the knowledge that the elaboration is meant to

provide, but for other recipients it may be useful or necessary. In some cases, as we

have seen in hypertext discourse (Chapter 5), elaboration may constitute the main

connection through which an argument develops and explores its conceptual

possibilities.

In Ptolemy’s planetary

system, the earth is at
the centre of the universe
and the sun, along with

the other planets, rotates
around it.

In Copernicus’ planetary

system, the sun is at the
centre of the known
universe and the earth,
along with the other
planets, rotates around it.

In Ptolemy’s planetary

system, the earth is at
the centre of the universe
and the sun, along with

the other planets, rotates
around it.

In Copernicus’ planetary

system, the sun is at the
centre of the known
universe and the earth,
along with the other
planets, rotates around it.

In Ptolemy’s planetary

system, the earth is at
the centre of the universe
and the sun, along with
the other planets, rotates
around it.
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The spans of text selected to reify elaboration are:

A. The centre of the Copernican astronomical revolution is the annual rotation of the

earth around the sun.  

B. It was in postulating the annual motion of the earth that Copernicus made his great

strategic advance in theory over the medieval discussions of a reformed astronomy, and

opened the way for the full mathematical development of a new system.

They were rendered as follows (Figure 7.6):

Figure 7.6 – Two screen shots from the animated graphic rendering of elaboration.

The two windows containing the spans of text above are this time overlapping, the

second one appearing over the first one slightly overlapped to its edges, in a way that

the text of the first one can still be read, though. In addition, this time the variable of

shape is used, that is, neither the horizontal or the vertical sides of the two windows

have the same length. The window containing the first span of text is wider but lower,

whereas the window containing the second span of text is about one third narrower and

about two thirds taller. In addition, none of the sides of the two windows are aligned,

but the right edge of the second window is more to the right than the right edge of the

first window. The background of the second window is slightly lighter than that of the

first one. In this configuration, the fact that the two discourse units do not belong to the

same discourse level is rendered by the differences of shape, background and alignment,

as well as by the overlapping of the two objects, which suggests the existence of

different layers in the visual field, reinforced by the difference of background. Finally,

both arrangement and shape suggest that the second window constitutes an appendix to

the first one, a deviation from the main track.

BACKGROUND - Background relates an element of discourse or a concept to its context –

in terms of justification for its occurrence, of background defining its meaning. At the

The centre of the Copernican astronomical
revolution is the annual rotation of the earth
around the sun.

The centre of the Copernican astronomical
revolution is the annual rotation of the earth
around the sun. It was postulating the

annual motion of the earth
that Copernicus made his
great strategic advance in
theory over the medieval
discussions of a reformed
astronomy, and opened the
way for the full
mathematical development
of a new system.
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semantic level, one of the related entities or phenomena provides the context in which

the other entity or phenomenon gains its meaning. On the pragmatic or speech-act level,

the content of the first discourse part provides the information needed to understand the

content of the second discourse part. As with elaboration, the information provided as

background may be unnecessary to some recipients, but very useful and even

fundamental to others, depending on their knowledge about the entities or phenomena

in question. We have seen also this relation being used frequently in hypertext discourse

construction8.

The spans of text selected to reify background are:

A. In Seventeenth Century Italy, Galileo was conducting astronomical studies

investigating the mechanics regulating the planetary system.

B. Despite the fact that the Catholic Church did not approve of his theories and

prohibited their dissemination, Galileo did not relinquish them and was therefore

imprisoned.

They were rendered as follows (Figure 7.7):

Figure 7.7 – Two shots from the animated graphic rendering of background.

As with elaboration, the two windows containing the text spans are differentiated also

by shape as well as by area and background intensity. The window containing the first

text span has a default grey background, but the window containing the second text

span has a darker grey background. This second window appears ‘on top’ of the first

one, or rather, on top of an extension of the first one: as the second window appears to

the right of the first, the first is extended so that the second ends up included within the

first. This way the second window overlaps the first while all the text of the first one

                                                
8 Chapter 3.

In seventeen century Italy,
Galileo was conducting
astronomical studies
investigating the

mechanics regulating the
planetary system.

In seventeen century Italy,
Galileo was conducting
astronomical studies
investigating the

mechanics regulating the
planetary system.

Despite the Catholic Church did
not approve of his theories and
prohibited their dissemination,
Galileo did not relinquish them
and was therefore imprisoned.
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remains readable. In this configuration, the concept of context is rendered by the visual

inclusion of one window within the other, and the concept of background is suggested

by the layering effect of the overlap, reinforced by the change of value.

CONDITIONALITY - Conditionality is conceived as sitting between pure causality and

background. It is similar to a causal relation in that the appearance or occurrence of the

second entity or phenomenon involved in the relation depends on the appearance or

occurrence of the first entity or phenomenon, although the former does not necessarily

directly cause the latter to appear or occur (unless it is a “necessary and sufficient

condition”). Conditionality also shares something in common with the background

relation in that the first entity or phenomenon sets the possibility, the context, in which

the second entity or phenomena can exist or hold true. At the semantic level, one of the

related entities or phenomena provides the context in which the other entity or

phenomenon gains its meaning, while - as we said - at the pragmatic or speech-act the

content of the first discourse part provides the information for the understanding of the

content of the second discourse parts. In any case, the two entities or phenomena are not

equivalent to each other, and as far as the context in which they exist is concerned, their

relation is hierarchical.

The text spans related by conditionality in this case are:

A. Some astronomical models present four factors simultaneously: the same behaviour,

the same postulated causes, the same functioning mechanism, the same response.

B. Those astronomical models can be proficiently used to make predictions about the

functioning and manifestation of a heavenly body under different conditions.

They were rendered as follows (Figure 7.8):

Figure 7.8 – Two screen shots from the animated graphic rendering of conditionality. Again, the
arrow visible in the left shot is only illustrative and it is used to signify the box’s movement.

Some astronomical models present four
factors simultaneously:
-the same behaviour,
-the same postulated causes,
-the same functioning mechanism,
-the same response.

Those astronomical models can be
proficiently used to make predictions
about the functioning and
manifestation of a heavenly body
under different conditions.

Some astronomical models present four
factors simultaneously:
-the same behaviour,
-the same postulated causes,
-the same functioning mechanism,
-the same response.

Those astronomical models can be
proficiently used to make predictions

about the functioning and
manifestation of a heavenly body
under different conditions.
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According to the conceptual analysis of elaboration, the graphical representation of this

relation is something between the visualisation of causality and the visualisation of

background. The two windows respectively containing the first and the second text span

have different width and area: the first one is wider, taller and lighter, whereas the

second one is narrower, shorter and darker. The second is sliding from above, but

instead of sliding down behind, it slides down over the first one, and stops when still

half overlapping it, as if partly included in it (its text still being fully readable). This

configuration renders the idea of context through the difference in shape and the partial

overlapping, which suggest inclusion and layering at the same time. However, it also

renders the idea of conditionality through the sliding down of the second unit over the

first one, and through the darkening of the window’s background, as a sign of

transformation and development of a situation from one stage to the other.

7.3. Discussion

We are aware that this first attempt to visually design discourse relations has limits and

that there might be more effective ways of rendering conceptual connections than the

ways that we chose. However, what matters above all is that designing conceptual

connections following a specific rationale and specific criteria proved to be possible.

However, in designing discourse relations we realised that some of them were easier to

think of in visual terms than others. That is, relations like causality and conjunction,

similarity and contrast, and even elaboration and background, were easier to design than

relations like conditionality and disjunction. All this raises a number of issues that need

exploration: the next step in our investigation consisted of evaluating the configurations

that we had designed, to see whether the rationale motivating their design could be

recognised by other people who had no explicit access to the design rationale set out

above. The central idea of the recognisability of coherence relations rendered using

systematic visual design principles could only be evaluated on the basis of empirical

data. Specifically, we wanted to investigate four aspects:

1 - The extent to which the concurrent and consistent use of visual features according to

certain perceptual principles and design criteria would determine the expressiveness of

the configurations designed to represent our set of discourse relations.

2 - The possibility that the relation representations that were easier to design would also

be the ones that would be more easily recognised.
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3 - The extent to which the contextual use of the relation representations influences their

perception, making each visual configuration recognisable as expressing a particular

discourse relation.

4 - People’s ability to conceive abstract but specific concepts, like cognitive relations, in

visual terms, and therefore to discriminate the relational expressiveness of different

visual configurations.

In the next chapter, we operationalise these as four experimental hypotheses in an

empirical study, describe the experimental elements and procedures, and discuss the

study’s results.



 Clara Mancini, 2003

CHAPTER 8

EVALUATING ‘CINEMATIC’ DISCOURSE RELATIONS: AN EMPIRICAL

STUDY

This chapter describes and reports the results of the empirical study
designed to evaluate the expressiveness and effectiveness of the relational
animated configurations whose design process was presented in the
previous chapter. The methodology followed in the study, the experimental
materials and the sample of the participants are presented, and the results of
the test are analysed - quantitatively and qualitatively - from different
perspectives. The limitations of the study are also discussed and possible
improvements for future tests are suggested. Overall the results appear to be
quite promising and motivate the continuation of this kind of research with
further theoretical investigation, new empirical studies, and software
support, described in the conclusive chapter.

8.1. A first empirical study

The empirical study constitutes a first verification of the design implications of this

thesis’ theoretical contributions: that cognitive coherence relations between textual

nodes in an argument can be rendered ‘cinematically’, using systematic graphical and

animation cues, in such a way that viewers with no training are able to interpret them.

Other studies could be designed to investigate the implications of this proposal for

learning and comprehension, which we discuss in the next chapter. In this first study we

focus very specifically on a fundamental question: are there stereotypes held by viewers

that can be exploited to communicate abstract conceptual relationships between textual

nodes in visual ways? If so, then these are prime candidates for rendering coherence

relations. As we detail below, in this study we hypothesise that viewers will consistently

choose from several visual renderings the one that was designed to best convey that

relation, as detailed in Chapter 7.

8.1.1. Motivating the selection of alternative patterns

In order to verify the hypotheses motivated in the previous chapter, we designed and

conducted an empirical study asking people to choose, from three different ‘cinematic’

representations the one that best expressed each relational concept. That is, for each

relation, we presented three different representations: the one that had been especially
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designed to represent that particular relation, plus two alternative representations

designed for the purposes of the experiment1.

In particular, always using the same text:

CAUSALITY was given the representation already described and, as alternative options,

the representations that had been respectively designed for conjunction and disjunction.

CONDITIONALITY was given the representation described above and, as alternative

options, the representations respectively designed for elaboration and contrast.

CONJUNCTION was given the representation described above and, as alternative

options, the representations respectively designed for contrast and disjunction.

DISJUNCTION was given the representation described above and, as alternative options,

the representations respectively designed for background and similarity.

SIMILARITY was given the representation described above and, as alternative options,

the representations respectively designed for contrast and causality.

CONTRAST was given the representation described above and, as alternative options,

the representations respectively designed for conjunction and similarity.

ELABORATION was given the representation described above and, as alternative

options, the representations respectively designed for similarity and contrast.

BACKGROUND was given the representation described above and, as alternative

options, the representations respectively designed for contrast and similarity.

The associations are summarised in Table 8.1.

TESTED REPRESENTATION ASSOCIATED REPRESENTATIONS

CAUSALITY conjunction disjunction

CONDITIONALITY elaboration contrast

CONJUNCTION contrast disjunction

DISJUNCTION background similarity

SIMILARITY contrast causality

CONTRAST conjunction similarity

ELABORATION similarity contrast

BACKGROUND contrast similarity

Table 8.1 – List of the relation-rendering representations to be tested and the alternative options
that were associated with them for in the experiment.

                                                
1 Obviously, to create the two alternative representations of each relation, we used the same textual
content that we had used for the main representation, but giving it a different graphic and animation
format.
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The rationale for choosing the alternative representations to be presented with each

relation was based on the consideration of some of the study’s limitations. First of all,

this being the first attempt to graphically represent cognitive coherence relations, we

could not count on the reliability of our design, that is, on its effectiveness. Therefore

we had to make sure that the graphical representations that might have easily been

interchangeable were not presented together, because this would have produced an

unnecessary dispersion of votes. For instance, if we had presented the pattern designed

for causality with the pattern designed for conditionality, this would have competed

with the causality pattern and the final result of the experiment would have been less

clear. Instead, associating the causality pattern with the conjunction and disjunction

patterns was intended to make subjects’ sensitivity to the visual expression of abstract

relational concepts more evident. So, for each relation, we associated the intended

pattern with other two patterns that were distant enough from the intended one. For

further studies, though, when the design of each relation’s pattern has been tested

already, we will be able to make more daring associations2.

It would have been interesting also to see what the results would have been if we had

selected the alternative representations of each relation according to a criterion of

‘opposite values’. However, not enough relations were being tested this time to

rigorously apply this criterion for each relation. For instance, we could have presented

with the causality pattern the patterns designed for the additive relation (this being the

opposite value of the basic operation parameter), plus the pattern designed for negative

causality (this being the opposite value of the polarity parameter), if we had one.

However, for causality (as for most of the relations) we were not in the position of

being able to set up a systematic test of this sort, because the corresponding ‘opposite

value’ relations were not being tested. The only case in which this was possible was

similarity, whose representational pattern is associated with the contrast (negative

polarity) and causality (opposite value of the basic operation) patterns, but being an

isolated case it is not meaningful3.

Finally, alternatively to this systematic approach, something that could have been done

would have consisted in proposing not just two alternatives for each relation, but as

many alternatives as the relations being tested – an 8x8 matrix. This way, each relation

would have been given as alternative representation all the representations designed for

                                                
2 See Chapter 9, section 9.2.
3 See Chapter 9, section 9.2.
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the other relations (which means seven representations), and we would have not had to

make any choice at all. However, this was not possible for practical reasons, because

from the pilot studies it had emerged that too many alternatives (and seven turned out to

be too many) would have overloaded the subjects and made it difficult for them to

perform the experiment to its completion. If we had associated to each relation all seven

possible alternatives for the subjects to choose from, letting them sort the representation

as they felt it was appropriate, we would have certainly had a more rigorous scenario,

but its benefits would have been defeated by the load of the requested performance – at

least in the context of the first study4.

8.1.2. Experimental materials

All representations were created in Microsoft PowerPoint, within a single file

containing 24 animated slides, that is, 8 groups of three slides corresponding to the 8

relations examined.5 Before each triple of slides, a white slide only reporting the name

of the relation represented in the three following slides was inserted. Each slide of every

triple contained the animation of a different relation representation, whose order within

the triple itself was random: the main representation could find itself in first, second or

third position. This way, since the slides were to be visualised sequentially, people

would come across the main representation of each relation randomly. Finally, the slide

display was controlled by an experiment conductor (and not by individual subjects), to

make sure that each one would be looked at for the same length of time.

Additional material was prepared on which people could record their choices6. It

consisted of 8 forms, each one devoted to the analysis of a relation and bound to the

others in the same order that the relation representations were given with the

PowerPoint slides. All the forms were structured in exactly the same way and consisted

of three sections (see Figure 8.1). A section at the very top of the page provided an

abstract, succinct, definition of the relation being examined in that form, so that people

could have a clear idea of the relational concept that they were being asked to focus on.

In the section immediately underneath, the abstract relational concept was expressed by

the example used in the animations. In the textual example, however, the cue phrases

originally contained in the text spans (but removed in the visual representation), were

still in place. Underneath, in the third section of the form, three pairs of thumbnails

                                                
4 See Chapter 9, section 9.2.
5 To view the PowerPoint slides, see Appendix 3, § App.3.3, on the accompanying CD-ROM.
6 As an example, the response forms returned by one subject are in Appendix 2 (on paper), and in
Appendix 3, § App.3.4. (electronic form).
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were provided, respectively referring to the three relation representational options.

These were intended as ‘aide memoire’ for the subjects. For each pair, the thumbnail on

the left showed the beginning stage of the corresponding slide animation, while the

thumbnail on the right showed its final state. Also, the pairs were ordered from the top

to the bottom of the section according to the order of display of the three

representational options. Next to each pair of thumbnails, on the right side, there was a

letter (A, B, or C) labelling the corresponding representational option, and just below it

a space to write notes.

Figure 8.1. – One of the eight forms given to the subjects to gather their votes on the preferred
options. At the top is an abstract definition of the relation in question. Underneath a text example is
provided that implements the relation, and below it, the three representational options are listed.
The thumbnails on the left show two different stages of each animation, as a mnemonic help for the
subject. On the right there is room to express a choice and comment on it.

8.1.3. Subjects

Subjects were recruited on a voluntary basis from the Knowledge Media Institute

(KMi), at The Open University. The choice seemed appropriate because KMi is a

technology research lab, but only few people (who were not involved in the experiment)

are specialised in the study of hypertext. Therefore, their intellectual tools and technical

skills were similar to those of a scholar in the future who might use hypertext for the

purposes of their research activity, without necessarily being a specialist hypertext

researcher.
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24 KMi members took part in the experiment, a multiple of 3, the number of the options

to choose from for each relation. For practical reasons, they had to work in 5 groups of

6, 6, 5, 3 and 4 subjects each7.

8.1.4. Experimental procedure

All subjects worked in the same environment - the auditorium of the lab - under the

same low lights, in front of the same quality screen and sitting at the same distance from

it. They were asked to read through the definition of the relation and the text

exemplifying it that was provided on the first form, then watch the three

representational options presented one after the other on the screen, and mark on the

form the option that they preferred by circling the corresponding letter, and optionally

explaining in an adjacent note why that particular option was preferred over the other

two. After seeing the representational options and choosing their favourite

representation for the first relation, they did the same for the second relation, and so on,

through to the eighth. To mark their preferences and write their notes in all the forms,

everyone was given and asked to use a green pen.

After the completion of this first round, subjects were asked to repeat the entire process.

This was done to give them the option to change decisions made during the first round.

They could do so by simply circling a different letter and adding their comments in the

appropriate space. To make it possible to track any changes afterwards, the green pens

were replaced with red pens, which they were asked to use to make their corrections.

We offered people the opportunity to make changes for two reasons. Firstly, to give

subjects time to ‘get into’ what was a novel task and understand what exactly was

required of them. Secondly, following Hypotheses 3 (next section), we assumed that

people would need to go through all the relations and all the representational options

before they would be able to evaluate the relative expressiveness of each option and

decide what relation each option would express most effectively. For instance, one

might initially choose option B for conjunction, only to realise on getting to background

that they should have chosen B’s configuration. In other words, we assumed that people

would attribute meaning to each representational option not just in absolute terms, but

also in relative terms: it would be within the context of the whole set of renderings that

people would be able to rate the best one for each relation8.

                                                
7 The originals of all the subjects’ response forms are available on request for consultation.
8 As we have seen (Chapter 4), the establishment of a locally coherent language within the context of a
film is how cinematic language in general works, and how we interpret cinematic sequences. We
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8.1.5. Experimental predictions

Given the above method, four issues raised at the end of Chapter 7 translate as four

hypotheses:

HYPOTHESIS 1 - That subjects will choose the rendering  that we had designed to

represent the relevant relation.

HYPOTHESIS 2 - That the renderings which were easier to design are more likely to be

chosen.

HYPOTHESIS 3 - That if during the second round subjects change their previous choices,

this will be in the direction predicted by Hypothesis 1.

HYPOTHESIS 4 - That subjects will find the task meaningful, as evidenced by coherent

choices and explanatory notes, even if not the choices predicted by Hypothesis 1.

8.1.6. Results

The results of the experiments are reported in Tables 8.3. and Table 8.4. - Table 8.2.

provides information to read the other two tables.

TESTED RELATION OPTION A OPTION B OPTION C

CAUSALITY CONJUNCTION CAUSALITY ALTERNATIVE

CONDITIONALITY CONDITIONALITY ELABORATION CONTRAST

CONJUNCTION CONTRAST DISJUNCTION CONJUNCTION

DISJUNCTION DISJUNCTION BACKGROUND SIMILARITY

SIMILARITY CONTRAST SIMILARITY CAUSALITY

CONTRAST CONJUNCTION SIMILARITY CONTRAST

ELABORATION SIMILARITY ELABORATION CONTRAST

BACKGROUND SIMILARITY CONTRAST BACKGROUND

Table 8.2 – List of the tested relations with the three representational options proposed for each of
them. The one in bold corresponds to the expected choice, that is, to the representation that was
originally designed to express the particular relation being tested. In other words, the table shows
which ‘preferred’ option was predicted for each relation.

In Table 8.3, the options for each relation are indicated by the corresponding letter, which stands
for the corresponding relational representation.

                                                                                                                                              
hypothesised that this might be the case also with the interpretation of visual configurations designed to
represent discourse relations. However, it has to be said that the development of cinematic patterns to
express narrative structures was not simply causal: there are objective factors that determined the
development of those particular patterns and not others. These factors have to do with the spatiality and
temporality of the cinematic signifier, and ultimately with the iconicity and indexicality of the cinematic
sign. For instance, in the alternate syntagma, the way the parallelism of action is represented is partly
conventional, but partly it is ‘necessary’: if I want to follow actions going on at the same time, I have to
alternatively pay attention to one and the other, that is, I have to ‘move’ from one scenario to the other, as
I don’t have the gift of ubiquity. In classical cinema, the cinematic pattern developed to represent the
alternation of action emulates the behaviour of a (super)human point of view and its physicality – this
changes in Modern cinema: Jules et Jim (Truffaut, 1962) is an early example.
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G S CAUSALITY
CONDI-

TIONALITY
CONJUN-

CTION
DISJUN-
CTION SIMILARITY CONTRAST

ELABORA-
TION

BACK-
GROUND

1 A B C A B C A B C A B C A B C A B C A B C A B C

2 A B C A B C A B C A B C A B C A B C A B C A B C

3 A B C A B C A B C A B C A B C A B C A B C A B C

4 A B C A B C A B C A B C A B C A B C A B C A B C

5 A B C A B C A B C A B C A B C A B C A B C A B C

1

6 A B C A B C A B C A B C A B C A B C A B C A B C

7 A B C A B C A B C A B C A B C A B C A B C A B C

8 A B C A B C A B C A B C A B C A B C A B C A B C

9 A B C A B C A B C A B C A B C A B C A B C A B C

10 A B C A B C A B C A B C A B C A B C A B C A B C

11 A B C A B C A B C A B C A B C A B C A B C A B C

2

12 A B C A B C A B C A B C A B C A B C A B C A B C

13 A B C A B C A B C A B C A B C A B C A B C A B C

14 A B C A B C A B C A B C A B C A B C A B C A B C

15 A B C A B C A B C A B C A B C A B C A B C A B C

16 A B C A B C A B C A B C A B C A B C A B C A B C

3

17 A B C A B C A B C A B C A B C A B C A B C A B C

18 A B C A B C A B C A B C A B C A B C A B C A B C

19 A B C A B C A B C A B C A B C A B C A B C A B C4

20 A B C A B C A B C A B C A B C A B C A B C A B C

21 A B C A B C A B C A B C A B C A B C A B C A B C

22 A B C A B C A B C A B C A B C A B C A B C A B C

23 A B C A B C A B C A B C A B C A B C A B C A B C
5

24 A B C A B C A B C A B C A B C A B C A B C A B C

Table 8.3. – Summarisation of the experiment’s results. The symbols and colour keys are the
following: G column in darker grey indicates the different groups of subjects working in one
session. S column in lighter grey indicates each subject, and the row corresponding to each subject
reports the answers that the subjects gave for each relation. The column under each relation’s
name reports the results obtained by each option with all the subjects. The three options for each
relation are indicated with the letters A, B, C. The letter in bold indicates the option that was
originally designed to represent that particular relation. The votes obtained by an option in the first
round are indicated in green. The votes that an option obtained in the second round are indicated
in orange. Any votes in the second round, which migrate from one option to an other, are indicated
in very light green.

Votes gained by an option in first round
Votes lost by an option in second round
Votes gained by an option in second round

In Table 8.3, the first column G represents the five groups of subjects, while the next

column S indicates the number of subjects. The other columns indicate the three options

A, B, C for each relation and represent the number of votes that they received. The

votes assigned in the first round are marked in green (the colour of pen used), and any
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votes assigned in the second round are marked in red (again, to match the colour of

pen). Very light green is used to indicate a first round choice, which was then changed

in the second round. Finally, the option whose choice we were predicting based on the

underlying theory and design principles is indicated with a bold capital letter, to

distinguish it from the other options.

CAUS. COND. CONJ. DISJ. SIMI. CONT. ELAB. BACK.

A B C A B C A B C A B C A B C A B C A B C A B C

4 19 1 10 5 9 6 0 18 12 5 7 2 16 6 4 0 20 1 21 2 0 3 21

-3 +4 -1 +3 -1 -5 -3 -0 +3 +1 -1 -1 -1 +3 -2 -0 -0 +0 -0 +0 -1 -0 -0 +0

+1 -1 +0 -0 +2 +1 +0 +0 -0 -1 +1 +1 +0 -1 +1 +0 +0 -0 +2 -1 +0 +0 +0 -0

2 22 0 13 6 5 3 0 21 12 5 7 1 18 5 4 0 20 3 20 1 0 3 21

Table 8.4. – Numeric results from the experiment. The letters in the first row show the candidates’
options. The green row shows the votes that each option gathered for each relation in the first
round – the votes gathered by the ‘expected options’ are shown in bold. The first orange row shows
the votes gained by the ‘best candidate’ options (in bold) and lost by the other options in the second
round. The second orange row shows the votes lost by the ‘best candidate’ options (in bold) and
gained by the other options.  The last row shows the final results.

In Table 8.4, the first row, marked with the colour green, indicates the total number of

votes that each option received in the first round. The second and the third rows,

marked in red, indicate the movements of votes that took place in the second round. The

first red row shows votes that migrated from the alternative options towards the

predicted option, whereas the row below indicates the number of votes that migrated

between the other alternative options, or from the expected option to one of the

alternative options. Finally, the row underneath indicates the total number of votes that

finally resulted for each option.

8.2. Analysis of the study’s results

We now discuss the results as they relate to each hypothesis.

Hypothesis 1. That subjects will choose the rendering that we had designed to represent

the relevant relation.

The numbers on the second table seem to largely support our first hypothesis. From the

final results, in fact, it is immediately visible that all the options that were predicted to

be chosen for each relation in fact were by far the most often selected, gathering far

more than one third of the votes. This seems to clearly indicate that people recognised a

particular expressiveness in the options that had been designed to express the set of
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discourse coherence relations. That is, that the concurrent and consistent use of

graphical elements, to render our set of relational concepts according to perceptual

principles and the design criteria that we have described in Chapter 6, produced a set of

visual configurations (described in Chapter 7) that people were able to recognise as

representing those relations. To verify that these results are not just a coincidence, and

that people did not just choose what we expected them to choose by chance, we carried

out a Chi squared test (Robson, 1973). The test’s procedure can be summarised by the

equation: χ2 = Σ (O – E) 2 / E

O = observed frequency (how many people choose an option), E = expected frequency

(how many people can be expected to choose an option), χ2 = significance level of the

result (a number over which the result is significant, because the probability of it being

random are very low). For two degrees of freedom (as in our case), χ2 critical values

referred to are: 5.99, which means that there are 0.05% of probability that a result is

random, that is, 95% of probability that the result is significant; 9.21, which means that

there are 0.01% of probability that a result is random, that is, 99% of probability that the

result is significant; 13.82, which means that there are 0.01% of probability that a result

is random, that is, 99.9% of probability that the result is significant.

In our case, the expected frequency of a choice is 8, that is, in average 8 people could be

expected to choose each option, since there are 24 subjects and 3 possible choices to

make. The observed frequency for each option varied from relation to relation. For

instance, for causality this frequency was 2 (option A), 22 (option B), 0 (option C).

From each of these observed frequencies, we subtracted the expected frequency, and

then calculated the square of the result, then dividing this by the expected frequency.

Then, we calculated the sum of the results so obtained: the final number was the

significance number for the results obtained with each relation. When this result

exceeded one of the χ2 critical number, we knew what probability our result had to be

significant. We did the test for the final results obtained with all the relations – see

Tables 8.5/6/7/8/9/10/11/12 below.

CAUSALITY

O E (O – E) (O – E)2 (O – E)2 / E

A 2 8 -6 36 4.5

B 22 8 14 196 24.5

C 0 8 -8 64 8

       2  = 37 (p < 0.001)

Table 8.5 – Chi squared results for causality (calculated on the final results).
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CONDITIONALITY

O E (O – E) (O – E)2 (O – E)2 / E

A 13 8 5 25 3.125

B 6 8 -2 4 0.5

C 5 8 -3 9 1.125

     2  = 4.750 (p > 0.05)

Table 8.6 – Chi squared results for conditionality (calculated on the final results).

CONJUNCTION

O E (O – E) (O – E)2 (O – E)2 / E

A 3 8 -5 25 3.125

B 0 8 -8 64 8

C 21 8 13 169 21.125

       2 = 32.25 (p < 0.001)

Table 8.7 - Chi squared results for conjunction (calculated on the final results).

DISJUNCTION

O E (O – E) (O – E)2 (O – E)2 / E

A 12 8 4 16 2

B 5 8 -3 9 1.125

C 7 8 -1 1 0.125

        2 = 3.25 (p > 0.05)

Table 8.8 - Chi squared results for disjunction (calculated on the final results).

SIMILARITY

O E (O – E) (O – E)2 (O – E)2 / E

A 1 8 -7 49 6.125

B 18 8 10 100 12.5

C 5 8 -3 9 1.125

      2 = 19.75 (p < 0.001)

Table 8.9 - Chi squared results for similarity (calculated on the final results).

CONTRAST

O E (O – E) (O – E)2 (O – E)2 / E

A 4 8 -4 16 2

B 0 8 -8 64 8

C 20 8 12 144 18

           2 = 28 (p < 0.001)

Table 8.10 - Chi squared results for contrast (calculated on the final results).
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ELABORATION

O E (O – E) (O – E)2 (O – E)2 / E

A 3 8 -5 25 3.125

B 20 8 12 144 18

C 1 8 -7 49 6.125

       2 = 27.25 (p < 0.001)

Table 8.11  - Chi squared results for elaboration (calculated on the final results).

BACKGROUND

O E (O – E) (O – E)2 (O – E)2 / E

A 0 8 -8 64 8

B 3 8 -5 25 3.125

C 21 8 13 169 21.125

     2  = 32.25 (p < 0.001)

Table 8.12 - Chi squared results for background (calculated on the final results).

As we can see from the results of the test, for most relations there is significant

evidence to say that the choices made by people in the experiment were not just a

coincidence, but real preferences. In fact, for six of them we have p<0.001, which

means that the result is very significant. This is compounded by the fact that most

people motivated their choices, that is, they expressed the rationale that they followed to

chose one option and reject the others: if people could motivate what they chose, it is

unlikely that they chose randomly.

Conditionality and disjunction, though, did not obtain the strong results obtained by the

other relations, which is confirmed by the Chi squared test: for these relations the

significance level almost did not reach p<0.05, which means that the chances that the

predicted options could have gathered votes by chance. There are in fact very good

reasons why this could have happened, and we comment on the meaning of this result

later on in this section. However, it must be said that the fact that both the options that

were respectively predicted for conditionality and disjunction doubled the votes

obtained by the other options cannot be easily dismissed.

Now, the levels of significance calculated above refer to the final results, that is, to the

votes gathered by the different options after the second round, during which the ‘best

candidates’ gather some more votes. So, those relations whose predicted option

exceeded any significance level thanks to the votes of the second round might have not

exceeded it with the votes of the first round alone. To verify this, we calculated the

significance level for the relation (apart from conditionality and disjunction) whose
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predicted option gathered the least votes in the first round. This is similarity, whose

‘best candidate’ option only gathered 16 votes in the first round, datum of which we

calculated the level of significance as shown in Table 8.11. Since the level of

significance of the result obtained for this relation is well over p<0.01, and almost at

p<0.001, the level of significance of the results obtained for relations whose predicted

option gathered more than 16 votes will have to be equal or even higher.

SIMILARITY (first round)

O E (O – E) (O – E)2 (O – E)2 / E

A 2 8 -6 36 4.5

B 16 8 8 68 8

C 6 8 -2 4 0.5

           2 = 13 (p < 0.01)

Table 8.13 - Chi squared results for similarity (calculated on the results of the first
round).

Hypothesis 2. That the renderings which were easier to design are more likely to be

chosen.

The data also support the hypothesis that both the design and the recognition process are

grounded in basic perceptual principles. We have noted already that designing graphical

elements to render discourse coherence relations was more intuitive for some relations

than for others. For instance, it was easier to devise a scheme using arrangement or

luminosity to render the concept of causality than conditionality. The relations whose

graphical representation was more straightforward to design were also those where the

predicted option received most votes: the predicted options for causality and

conjunctiveness, elaboration and background, similarity and contrast, were voted

between 18-22 times out of 24, and at the same time they were more straightforward to

design than conditionality and disjunctiveness, where the predicted option was chosen

only 13 and 12 times respectively.

Causality and conjunction, similarity and contrast, elaboration and background do not

require this complex time-space projection and variation of the narrative axis, but

present different situations as given: causality presents two situations one of which

follows the other; conjunction presents two coexisting situations; similarity brings

together two analogous situations; contrast brings together two opposing situations;

elaboration presents a situation and its explanation; background presents a situation and

its premise. The narrative linearity expressed by these relations can explain why it was

easier for us to design and for the subjects to recognise their visual pattern.
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On the other hand, the fact that for conditionality and conjunctiveness the predicted

option was chosen only by respectively 13 and 12 people could be explained by the fact

that conditionality and disjunctiveness are, from the point of view of the relational

content, more complex. Conditionality consists of a causality concept in its hypothetical

form, and hypotheticality undoubtedly introduces a complicating factor with respect to

the primitive form of causality. Whereas pure causality simply presents a situation and

its consequence, conditionality hypothesises a situation before the consequence is

presented. The complication is exactly mirrored in the projection into a space-time

dimension and narrative axis different from the “here and now” before the consequent

situation can be presented. This is why  (as we said9) in cinematic visual language -

based on the monstration of the “here and now” space-temporal unit - representing a

primitive causal relation is more straightforward than representing a conditional

relation10. The representation of the latter, in fact, requires some kind of expedient, like

a flash-forward showing someone’s thoughts or an actual back and forth showing

different alternatives in the development of an action. Examples of this kind of solution

are provided in the already mentioned films, Smoking, No Smoking and Sliding Doors11.

In fact, the expedient used by these movies to represent the concept of conditionality

constitutes at the same time a representation of the concept of disjunction. By showing

what happens if one decides to smoke (or if one misses the tube), going back in time to

the point where the decision of smoking (or the action of missing the tube) was made,

and restarting from there to show what happens if one decides not to smoke (or catches

the tube), the movie also shows alternative developments of the story. This is because

every time that a condition is hypothesised, the alternative to that condition, in which

the hypothesised condition does not verify, is automatically set.  Both conditionality and

disjunction imply the projection into a time-space that is not the “here and now” space-

temporal unit, and the cinematic and visual expression of these concepts is

correspondingly more complex. And interestingly enough, in our experiment,

disjunction was the other relation whose predicted option was not chosen as often as the

other relations.

                                                
9 Chapter 5.
10 In this respect, the background relation, which shares aspects with the conditionality relation, is
different in that the background situation is not considered as a possibility or as a hypothesis, but is given
as a fact.
11 Chapter 5.
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Hypothesis 3. That if during the second round subjects change their previous choices,

this will be in the direction predicted by Hypothesis 1.

The impact of the second round in leading votes to converge on the predicted option

seems to be supported by experimental data, although more weakly than for other

hypotheses12. For the first five relations presented, the predicted option did gain votes in

the second round: 4 for causality, 3 for conditionality, 3 for conjunction, 1 for

disjunction and 3 for similarity. In contrast, elaboration and background did not gain

any. This could be due to the fact that, after going through a number of relations, people

were better able to evaluate the different options provided for one relation in

comparison with the options provided for other relations. As a consequence, in the

second round, the last three relations gained no votes, while the first five relations did.

However, this could also be due to the fact that people needed some time simply to

grasp what exactly was required from them, and so the first five relations served to

some extent as ‘practice trials’. Both hypotheses could be valid, but either way, the

relevance of the contextualisation seems to be plausibly supported, although at this

stage and with these numbers nothing more specific can be said (further studies could

aim at gathering more evidence in support of this hypothesis).

Interestingly, Table 8.3 also shows that for some relations, for three specific subjects the

predicted options lost votes in the second round instead of gaining them: causality

(S18), disjunction (S12), similarity (S8) and elaboration (S18) lost one vote each.

Although this goes against the predicted trend, if we now examine the subjects’

comments on the reasons for their changes (and here we overlap with discussion of

Hypothesis 4 on subject’s rationales for choices), we see that there is indeed evidence of

coherent reasoning. Subject 18 justified their second round change for the causality

relation with the note “Colours are better represented here”, (that is, in this option).

This is a curious explanation, since option A for causality uses the pattern designed to

represent conjunction, and in this pattern colour is not a variable, which raises the

suspicion that the subject was looking at the correspondence between the colours of the

patterns shown on the screen and the colours of the patterns printed on paper – since in

the case of option B the colours on paper and the colour on the screen do not exactly

match due to a technical limitation.

                                                
12 See note 7 of this chapter.
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For the elaboration relation, subject 18 motivated their second round choice, option A

(that uses the pattern designed to represent similarity), by saying that it “shows

continuation”. That is, they gave preference to the idea of the continuity between the

initial concept and its elaboration, rather than to the idea of the expansion of the initial

content into an additional larger discourse unit, or of the passage from one discourse

level to the other.

If we look at subject’s 12 comments, we see that the reasoning behind the choice of

option A to express disjunction matched closely the reasoning behind the design of the

predicted option, namely to present a discourse unit, and then fade it when the second

discourse unit appears as a sign of alternation. In the second round, the change to option

C was motivated by the fact that “the two segments of information are not presented at

the same time”. Now, the two discourse units are not presented at the same time in

option A either, but it is possible that what the subject gave preference to was the fact

that in option C the second discourse unit does not just appear next to the first, but

comes in from the side of the screen, that is, from a distance, from another place.

Subject 8 did the same as subject 12 but for the similarity relation, recording the same

rationale that lay behind the design of the predicted option, as a motivation to choose

option B in the first round: the fact that the two discourse units end up having the same

colour seemed to reinforce the idea that they are similar and comparable. In the second

round, though, the subject motivated their choice by saying that in C the two discourse

units looked ‘similar’, whereas in B they were in fact looking ‘the same’.

In summary, even if though in the second round subjects 12 and 8 changed their choice

in favour of a representational option that was not the predicted one, there is evidence

that they had ‘extracted’ (or better, inferred) a very good understanding of the rationale

behind the design of the predicted option chosen in the first round. That is, they found

the representation chosen in the first round to be meaningful.

Hypothesis 4. That subjects will find the task meaningful, as evidenced by coherent

choices and explanatory notes, even if not the choices predicted by Hypothesis 1.

The fourth hypothesis seems to be largely supported by subjects’ choices, and above all

by the comments that they made to motivate those choices13. All 24 subjects completed

their task and most of them provided comments: only 2 subjects did not comment on all

of the options that they chose; 13 commented on all of the chosen options only; 9
                                                
13 See Appendix 3, on CD-Rom for an example of the subjects’ response forms. The rest of the forms
remain available on request for consultation and will be added to the appendix in the final version.
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subjects commented on the options that they chose and on some of the options that they

had not chosen; and 2 subjects made suggestions for the use of alternative or extra

features (such comments had been invited). Of all the comments provided for choosing

the expected options, many expressed in more or less detail a rationale that was similar

to the rationale that was indeed behind their design14, evidencing an understanding of

the use of visual elements to render the relational concepts examined.

18 subjects commented on causality, 18 subjects also commented on conjunctiveness,

16 subjects commented on contrast, 14 subjects commented on elaboration, 12 subjects

commented on background, 11 subjects commented on similarity, 9 subjects

commented on disjunctiveness, and 7 subjects commented on conditionality. This

means that few subjects voted for an option without commenting it or without providing

a comment that showed an understanding of its design rationale. This strongly supports

Hypothesis 4 that the subjects would be able to think of coherence relations in visual

terms and, vice versa, of visual patterns in terms of coherence relations.

In this respect, it is also very interesting to see how subjects have commented on the

choices that they made when these choices were not in favour of the expected option.

For causality, two subjects chose option A (the one that had been designed for

conjunctiveness, the weaker basic relation): one was subject 18 whom we have

discussed already; the other one instead appreciated the sense of linear continuity

expressed by that option.

For conditionality, six people chose option B (originally designed for elaboration) and

five people chose option C (originally designed for contrast). Most of the subjects who

chose option B appreciated the sense of dependence between the first discourse unit and

the second discourse unit generated by the overlapping of one over the other, which

constitutes a similar, although blander, feature proposed by solution A itself. Those who

chose option C, made in general less meaningful comments, however one subject

appreciated the fact that the hypothesis becomes lighter once the conclusion comes in,

“as if it had been consumed”.

For conjunction, only three people chose option A (originally designed for contrast),

and two of them motivated it with the fact that the difference of shading characterising

the two units better rendered the sense of their distinction and complementarity at the

same time. For disjunction, five people chose option B (originally designed for

                                                
14 See Chapter 7.
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background) and seven people chose option C (originally designed for similarity). Some

subjects in the first group appreciated the fact that the enclosure of the first discourse

unit within the second discourse unit established a relation between the two, whereas

the difference of shades generated a sense of difference, that is, of alternative. Instead,

the people who chose option C generally appreciated the equivalence of the two

alternatives represented by the shading, dimensions and alignment of the two discourse

units.

For similarity, one subject chose option A (originally designed for contrast) and five

subjects chose option C (originally designed for causality). The group that chose option

C mostly commented that similarity is better expressed in this pattern because the two

discourse units appear to be ‘similar’, that is, comparable, but not ‘identical’. For

contrast, only four people chose option A (originally designed for conjunction), and

they seemed to have generally appreciated the simple animation of this option over the

change of colour of the expected option.

For background, only three subjects chose option B (originally designed for contrast),

saying that the difference of shade between a discourse unit and the other is desirable

and that the lighter unit ends up looking as if it was in the background when the second

unit appears.

Finally, for elaboration three people chose option A (originally designed for similarity)

and one subject chose option C (originally designed for contrast). Those who chose

option A seemed to appreciate the sense of continuity that the pattern according to them

provided between one discourse unit and the other.

Even from these results, then, we can see that most people were able to express

preferences and motivate them with their own rationales, even when they did not choose

the option that we were expecting them to choose for each particular relation. In

general, the features that subjects showed through their comments to be most sensitive

to were colour, text box dimensions, overlapping, animation, and how they saw these

features to generate a sense of equivalence or a sense of hierarchy. Above all, though,

they showed how they tried to interpret the use of visual features in order to match their

concept of any particular relation, and how creative they could be in their interpretation.

Of course we are aware that, given the task, a rationalisation of the graphic

configurations was to be expected anyway: after all, this is a fundamental human ‘sense

making’ drive. What matters, though, is that this tendency is there and that it could be

exploited to help people make sense of hypertext discourse structure.
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8.3.  Limitations of the study

As we have seen, the results of this study are quite encouraging. However, we are aware

that the study itself is subject to a number of limitations. First of all, the rendering of the

relations followed the perceptual principles grounded in Gestalt Theory and design

criteria recommended by semiotics of graphics. However, the process of applying these

principles and criteria to create a graphical interpretation of abstract relational concepts

is still a creative, subjective process. If one is a good designer, with a natural disposition

towards visual processes and good visual language design skills, one will produce

distinctive, expressive renderings that form a coherent set, and increase the chances of

the study producing positive results. However not all hypertext writers are necessarily

good graphic designers, therefore what they would produce in terms of visual patterns

might not be effective at all.

Our response to this point is that the relation representations were not the product of an

expert design, since none of the team has a graphic design education, although we have

a background in visual arts and acknowledge that we might therefore have developed a

sensitivity to visual languages. However, our rationale simply made very intuitive

choices, dictated by our experience of the physical world and by certain cultural

conventions, some of which are arguably shared by human kind in general, and others,

at least by Western culture. For instance, gravity is an element that conditions very

strongly our sense of direction as a necessary path: if I drop an object from height X, it

will necessarily fall to height Y, and subsequently to height Z, if nothing stops it. In our

case, the metaphor of gravity seemed perfect to represent the sense of necessity that

exists in the passage from one situation to another in causal relations, which is why we

used patterns that develop from top to bottom with text boxes that literally descend from

the one above them (coming from behind the previous box in pure causality, and

coming down over the previous box in conditionality).

Another phenomenon - this time of cultural origin - which provides sense of direction is

the fact that in the Western World people write and read from left to right. We felt that

this pattern could be used to express a sense of natural development in relations that are

of an additive nature, like conjunctiveness and its negative, and similarity and its

negative. The same intuitive considerations of isomorphism between conceptual

components and physical or cultural experience of the world were made for the other

features used in designing the relational patterns. The underlying assumption was that if
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we were sensitive to these stereotypes, also other people would be, and from the results

of the study we can say that in fact they showed to be.

These aspects could be studied further from a psychology of perception perspective, to

progressively identify as many as possible elements of isomorphism between perceptual

phenomena derived from physical and cultural stereotypes and the conceptual content of

cognitive discourse relations. Hypertext writers could then progressively refer to these

design principles when they create their hypertexts, not in a prescriptive way, but as a

resource, in the same way that a writer can refer to certain writing rules to produce

quality texts and a graphic designer can refer to design rules to create quality graphics.

In other words, relational representation conventions could develop and become a

reference point for the hypertext designer and writer. In fact, the point that we make is

that, since hypertext is a visual medium as well as a textual medium, to be a good

hypertext author being an aware designer is as important as being an aware writer.

A further limitation of this study that we are aware of is the fact that it does not examine

all the coherence relations that have been identified and analysed by linguists and

psycholinguists, and that we might have selected only the ones that we thought would

allow us to prove our claims. We respond to this that for logistical reasons it would

have not been possible to test our hypotheses on all the relations that we are aware of.

However, what most counts is that, as we have seen15, linguists and psycholinguists

have to agree on a common set of relations, and that many of them still remain to be

studied in a sufficient depth.

From the literature, however, some parameters like basic operation and polarity are

well established, and therefore provided a platform for evaluation. Finally, when

initiating the investigations of a new phenomenon, one is more likely to detect ‘major

contours’ if one starts with simpler objects and circumstances. If the first results are

positive and the first acquisition can be established for those simpler cases, one can

proceed with investigating more complex objects under more complex circumstances.

We propose in the concluding chapter that, after a number of initial studies on the

possibility of visually representing the most basic cognitive relations, a number of other

studies can be conceived to investigate the possibility of representing more complex

relations.

                                                
15 See Chapter 2.
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Another weakness of our study might be that we have used only short fragments of text

in a minimal number for each pattern, and that an approach that seems to work under

these conditions might not work when applied to larger, more complex hypertext nodes:

they would contain at least several sentences connected to one another already in rather

complex discourse units, and they would possibly generate larger clusters of nodes

interfering with one another on the screen. Again, we argue for simplifying assumptions

when a phenomenon starting. However, the analysis that we have carried out on David

Kolb’s hypertext dissertation in terms of coherence relations16 shows that such a

transfer from laboratory environment to real hypertext is possible at least as far as the

application of coherence relations to hypertext discourse is concerned - which is

theoretically founded on the concept of global coherence that we described in Chapter

5. As far as the graphic design of hypertext relations is concerned, before rendering

major scholarly hypertext, which would require many more assumptions about the

effectiveness of design decisions, we needed to carry on first a preliminary study on the

possibility of representing binary relations.

A further consideration to be made is that, as we initially said in Chapter 1, the larger

and more complex the single nodes of a hypertext are, the less that hypertext exploits

the potentiality of the medium and the more it stays close to the paper based paradigm.

The larger the nodes and the fewer the connections, the more difficult and less

beneficial the visual representation of hypertext relations would be. However, the more

a hypertext is articulated in small discourse units, richly interconnected in a way that

exploits the technical potentialities offered by the medium, the more the use of a

language like the one whose possibility we are trying to investigate would make sense

and be beneficial. In other words, the more hypertextual hypertext is17, the more

valuable a hypertext relational visual language becomes.

Finally, the results of our study might have been affected by technical aspects

concerning the potentialities of the PowerPoint application that we used for the

realisation of the experimental material. For instance, a couple of subjects were
                                                
16 See Chapter 3.
17 To clarify our perspective we suggest the distinction between hypertext and hypertextuality. By
hypertext we refer to the medium, the concrete form which can only work in an interactive medium. By
hypertextuality we mean a quality that any form of text (literary, film, etc.) may possess to different
degrees. It refers to the possibility of reading paths or patterns that cross the linear or sequential
distribution of text contents. Although a book or a movie is potentially hypertextual, due to the technical
characteristics of the medium, hypertextuality finds itself reified only in interactive hypertext. A
hypertext’s hypertextuality is proportional to its interactivity, that is, to the freedom that the readers have
to reify the hypertextuality of the text and to  ‘perform’ hypertextual thinking (from Mancini and
Buckingham Shum, 2001).



Chapter 8

186

disturbed by the speed at which the animations were happening, which influenced their

choice - to our disadvantage, in terms of confirming the hypotheses, we hasten to say.

Also, although we tried to recreate the same conditions for the performance of each

group, those conditions did not ended up being exactly the same, due to occasional

external disturbances. It is possible that this may have had some influence on the results

that we obtained. However, given the strength of the results, and the care with which the

experiment was run, it is not possible to attribute to those technical factors any

significant role.
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APPENDIX 1

CCR ANALYSIS OF A SCHOLARLY HYPERTEXT

In Chapter 3 we talk about Cognitive Coherence Relations application to
scholarly hypertext, in particular to analyse hypertext discourse connections.
We comment on the results of an analysis carried out on a scholarly
dissertation contained in Assembly, by David Kolb ‘Hypertext and Suburbs’
(http://abacus.bates.edu/~dkolb/dkht/index.html).

Here we report the results of three types of analyses, in which CCR were
respectively used to identify the discourse relations holding between
discourse parts at the level of the connections between nodes, at the level of
the connections between paragraphs within a node, and at the level of
connections between the text spans within a paragraph of a node.

App.1.1. Analysis of the relations between nodes

PARALLEL AND NOT

We can make, but also qualify, a parallel between suburbs and hypertexts, as a way of emphasizing that the
meaning of a given chunk of suburban building or real estate usually depends on its linkages to distant items.
The basic comparison with hypertext is that the form of the text is not the same as the form visible on any one
page or screen. It reaches beyond, just as form of the suburb is not the same as the immediately visible spatial
connections. Immediate architectural form is not the same as the place form of suburban locations, because
they reach out beyond the local horizon, and form wholes and networks that are not architecturally obvious. We
are not sure how to express this linkage architecturally, and most suburban architectural types celebrate
isolation rather than connection.

The parallel is useful, because the armature of links in a hypertext creates a "spatiality" that has more complex
interrelations and dimensions than linear one-thing-after-another of physical space, or of pages in a novel. The
analogy with hypertext shows how the reality of a suburb can be more complex than appears locally, with more
dimensions of movement and connection. There are other parallels as well. But the parallel between hypertext
and suburbs is not perfect, for a number of reasons. The most important difference has to do with the two kinds
of spatialities formed by grammatical and spatial connection. This also has to do with the way meaning is
created by adjacency.

suburbs  -> (<< elaboration) PLACES IN GENERAL

more complex that appears locally  -> (<< argument) HORIZONS

other parallels  -> (<< elaboration) OTHER PARALLELS

the two kinds of spatialities  -> (<< argument) TWO SPATIALITIES

meaning is created by adjacency  -> (<< argument) MEANING AND INTENTIONS

PLACES IN GENERAL

The parallel between suburbs and hypertexts can be generalized to a parallel between linkage and connection
in any place and any text. Places, of whatever kind, and texts, hyper or not, get their unity through sets of
meaning connections some of which are made normative. Both places and texts have their normative
grammar(s) within fields of possibilities that exceed that grammar and which that grammar cannot control. Both
places and texts exist as structures embedded within an ongoing process of re-creation and re-interpretation.

The point of the specific comparison of suburbs and hypertexts is to emphasize that the being of a suburb is not
exhausted by its immediate visible vicinity. There are so many pictures of ghastly uniform suburbs stretching off
to infinity, and I don't mean to deny such spiritless repetition and uniformity. But I do mean to say that that
ghastly aspect is not the whole reality of the suburbs being viewed, that the motions of people's lives and the
networks that intersect the visible array make of the suburb a more complex place. We need to learn how to
mitigate the ghastly aspects by making those complexities and connections and networks more salient in
everyday experience.
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possibilities that exceed  -> (<< elaboration) HORIZONS

the motions of people’s lives  -> (<< background) CHANGING CONNECTIONS

HORIZONS

What something is revealed to be, what it means, depends on the horizon of possibilities (actions, inferences,
things it might have been or done, etc.) within which it stands in contrasts. Explicit hypertext links are part of that
standing within the horizon, but the items a text chunk, or a region of a place, are linked to stand close by,
surrounded by a farther horizon. We can distinguish a variety of horizons for a thing, for a text, for a hypertext,
for a suburban building, or for part of any place:

• items the thing or place or textual fragment is linked to explicitly (the factory in the next town, the head bank,
the vacation home, other parts of a machine, matching items (tables with chairs), grammatical connections,
explicit textual references, and so on.)

• the horizon visible behind these closely linked items. In places this is still mostly the result of design

• "farther out": the phenomenological horizon that is not a visible object linked to, not a visible object since it is
composed of absences linked by rules of possibility

• the wilder possibilities that are on that horizon but not according to rules, that break or bend or defy rules

• nearby adjacencies, not themselves necessarily designed for contrast but standing in contrasts that will
influence meaning and affect function

• the space of possible routes toward the horizon: other ways of reading the text or acting in the space, either
according to the rules or running against them

• the contour of meaning surrounding this text or this place or this action, as a relatively definite perspectival
construct out of surrounding possibilities.

horizons of possibilities  -> (<< background) RHETORICAL CONNECTIONS

OTHER PARALLELS

There are other parallels between suburbs and hypertexts that could be discussed: issues of diversity, issues of
justice, as the rich (in resources or links or attention) get richer, the need to open walls and gates, the need to
see current structures (and walls, and links, as well as open spaces) as effects within a larger field that they
don't rule over. There are also issues having to do with space and time (collage and montage) in both suburbs
and hypertext design, issues of density and complexity, timing, and availability, the need for multiple maps that
deny any single Official map, and, finally the way that multiple borders effect different unities, breaking down the
community or textual analogues to the nation state that grabs and demands to supervise all borders.

parallel between suburbs and hypertexts  -> (<< enumerated) PARALLEL AND NOT

TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense that
geographies or trajectories of action do one phase here and another phase there. For instance in an auditorium
the stage and the audience area are "next to" one another in terms of action definitions even though they may
be physically separated by the orchestra pit, or, in a large office building two offices on different floors may be
"next to" one another for a sequence of actions that are done first here then there.

But in addition to grammatical next-to-ness, there is normal physical proximity. This may or may not be
grammatically important, but it will have meaning effects. The office just next door to mine may be "miles away"
in terms of its function, so that trajectories of action that pass through my office never go through the one next
door, but because the two offices are physically adjacent, other kinds of interaction will develop. Even if the
employees never eat lunch together, or never speak to one another, the contrast between the two offices will
still function as an overtone of meaning on their official grammatical places. Physical connection also allows the
exploration of new kinds of relations that begin outside of grammatical links.

In a hypertext the difference between these two kinds of connection collapses because the only connections are
the links. In that sense, while the hypertext can be a useful analogue for pointing out the presence of the distant
in the near, and the ways in which suburbs violate the expectations of visible architectural unity, suburbs are in
fact a more complex kind of object because their physicality provides another mode of access and another kind
of connection/unity.

physical proximity  -> (<< elaboration) VIRTUAL SPATIALITIES

an overtone of meaning  -> (<< elaboration) MEANING AND INTENTION

that begin  -> (<< elaboration) TRAVELS AND NEW PATHS

in a hypertext  -> (<< elaboration) KINDS OF ADJACENCIES
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MEANING AND INTENTION

What makes the "spatiality" or connectivity of a hypertext different from a suburb is that in the hypertext all
connections are intentional. Links are made. There is no parallel to the chance juxtapositions and chance
meaning effects that occur in physical space (and could occur in a large enough virtual space). So all hypertext
connections take on intentional meaning and effects.

If I build a McDonalds next to a music store, I may have no intention that the relation between the two be
meaningful. The site for my restaurant became available through causes that have nothing to do with the
adjacent music store. However, though unintended, the association and contrast of the two will still be
meaningful. Philosophers from Hobbes to Derrida have pointed out that there is no stopping the generation of
meaning by contiguity . Such meaning effects may not have been specially intended, nor need they be taken as
rhetorically or normatively important (unless the local store owner wants to use them in some way, perhaps for
publicity). But the effects will be there nonetheless.

On the other hand, in a standard node-and-link hypertext, nothing is next to anything else until a link is created.
There are no unavoidable and uncontrollable adjacencies such as occur in physical space.

Yet, even in a hypertext, we do have to distinguish between links that are intentional and which, though they
have some meaning effects, had been made for other purposes, perhaps to ease navigation, from links that
have particular rhetorical effects, and both of these need to be distinguished from links that are normatively
important.

Suburbs are more like established texts with normative readings. But our places are never totally set, in part
because of spatial possibilities exceed any link or normative structure. In addition, some contemporary places
are becoming especially fluid, made on the fly, more like temporary work groups than the settled institutions.

physical space  -> (<< background) EMBODIMENT

virtual space  -> (<< elaboration) VIRTUAL SPATIALITIES

intentional meaning and effects  -> (<< elaboration) RHETORICAL CONNECTIONS

meaning by contiguity  -> (<< elaboration) HORIZONS

no unavoidable and uncontrollable… (elaborated) -> (elaboration) KINDS OF ADJACENCIES

particular rhetorical effects  -> (<< background) RHETORICAL CONNECTIONS

CHANGING CONNECTIONS

Because items in (physical or virtual) places are available independently of their normative grammatical
connections, those connections can be altered by patterns of action that develop new accesses and
connections. Living in the suburb can change its connections and grammatical norms. Such flexibility is harder
to find in a hypertext, where there is no way to other parts of the text except through intentionally established
connecting links. Neither on the web nor in separately published hypertexts can the reader make new
connections that will be publicly available.

In the suburb, some intentional links are carried in quasi-permanent pipes (highways, wiring, conduits), while
others exist in alterable habits and practices. Of course the fixed pipes such as highways can carry many
different kinds of connections at once, or over time, and their existence will encourage certain kinds of
connections and discourage others.

A communally created hypertext might be arranged to receive added links, so that there would not be a single
permanent armature but an ongoing process of linking. In this case some mechanism would have to be set up
for the elimination of links, or at least for their grouping into separate path sets, or else the text would become
so cluttered that its links would be useless. (Such a text would be one way of emphasizing the non-finality of
structure and embeddedness of formal systems within a process of reinterpretation.)

We are more used to the change of connections over time in physical space, though sometimes the relative
permanence of physical adjacencies and architectural effects can fool us into thinking that a place's meaning
and use are more stable than they really are.

or virtual  -> (<< elaboration) VIRTUAL SPATIALITIES

reader make new connections  -> (<< elaboration) NEW CONNECTIONS

RHETORICAL CONNECTIONS

It is not the same to say that a connection is meaningful, or that it is intentional, or that it creates a rhetorical
effect, or that it is normative.

Each of these can each be true without the others being true. Meaningful connections need not be intentional,
rhetorical effects need not be normative, meaningful connections might not have any noticeable rhetorical effect,
and so on. A major distinction lies between normativity and the other terms. Norms legitimize a selection from
among possible or actual meaningful, rhetorical, or intentional connections.
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Place grammars legitimize only certain kinds of actions and connections and divisions in the place. But all
grammars remain surrounded by wilder possibilities and connections.

In a hypertext it may be that there are many links, but only some of them are normative: these might be
suggested or even forced by the author, with the others remaining as a reserve for further exploration. But
whether or not the authorial links are so divided, there will always be yet other unlinked potential connections,
as there are in any text, which have their effects as you travel on the links. Echoes and contrasts will happen
even among items that are not linked.

Despite this excess, we cannot do without normative connections. Echoes and similarities and contrasts will
have their effects whether or not there are explicit links. But there still have to be specific links, because if
everything links to everything, or nothing links to anything, the echoes and contrasts will themselves have
nothing to work against and with, and this will neutralize their effects. Although a given definition will never
succeed in dominating the flow of meaning, if there were no place for a horizon to form around, there would be
no way to distinguish any of the infinite echoes. We cannot read "the general text." The space of difference
canot be made to purely appear, since appearance is always as something definite against the space of
difference.

intentional connections  -> (<< elaboration) MEANING AND INTENTION

TRAVELS AND NEW PATHS

Here is one problematic aspect to the comparison of place linkage and hypertext linkage: In a hypertext there is
the structure of the set of links in the text, and there is also the envisioned structure and history created on the
occasion of a particular reading of the text. The link structure provides possible paths but not an actual journey.
Some literary hypertext theorists argue that it is the unique event of a particular reading, which creates "the
text." I find this view unsatisfactory for the same reasons that it would be unsatisfactory to argue that a
symphony or a play exists uniquely in each performance and not also in the score or script. The full reality of the
work must involve both, so that each can provide ways to criticize the other. A performance of a play or a
reading of a hypertext could be inadequate to what is there in the text; on the other hand a script could be
unperformable, or a hypertext structure so convoluted that it was unreadable.

The point in relation to suburbs is that a suburban place is structured by its skein of normative connections, not
just by the itineraries of your or my particular life in the suburbs, which will actualize only some of the "built-in"
connections. However, as with texts, each may be used to criticize the other: my daily life might not take
adequate advantage of the connections available, or, as too often happens, the poverty of daily living might
show up the thinness of the normative connections. As with art, density of available connection is important for
the richness of life.

itineraries of your or my particular life  -> (<< elaboration) CHANGING CONNECTIONS

KINDS OF ADJACENCIES

Books provide an intermediate case for two kinds of connection. Parts of the book will be "linked" by intentional
connection to distant parts: one page may contain a reference to a distant page, or a sentence contain a
footnote number linking to note in the back of the book. Then there is the linear sequence of materials from
page to page, which is both a physical and an intentional connection. There is, also, the physical availability of
the pages at the edge of the book; I can stick my finger in two-thirds of the way through, or turn thirty pages at
once to see what comes up; this allows abrupt non-intentional juxtapositions of different parts of the book,
somewhat like finding something uncontrollably next-door to where you build.

Hypertexts seldom have any analogue to this physical availability , though something like it can be built in, for
instance, by providing a map of the hypertext that allows one to jump to another part of the text without following
any intentional link. Such maps are, however, labelled, so that the jump is not quite as unintentional as jumping
through book pages might be.

Something more like the abrupt nonintentional adjaciencies of physical space could be built into a hypertext by
introducing randomized contacts, or a skein of built-in connectors independent of meaning or order of creation,
etc. Such connectors could be random, or partly intentional, as in a library or bookstore where there is some
order but unexpected encounters can still happen.

Or, there could be automatic link creation. There is another paradigm of hypertext, not as linked chunks of text,
but as fields of text from which search engines and algorithms create links on the fly depending on user interest.
For instance, imagine software that watches what you are writing and adds links to other texts based on
statistics about your use of words, or questions you ask in the text, or metaphors you create. We don't have
intelligent enough software to do this well, though there are beginnings in some proposals for extending the
capabilities of the Web, and there have been demonstrations of such link-on-the-fly programs. This type of
hypertext does not have a fixed armature of links made intentionally by an author, though its links do represent
priorities that were jointly set up by the authors of the software and observations of the behavior of the users. (It
is possible, of course, that such a system might suggest a link based on regularities in my writing or word use
that I was totally unaware of and might find very helpful.)

uncontrollably next-door  -> (<< elaboration) MEANING AND INTENTION

physical availability  -> (<< elaboration) EMBODIMENT
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EMBODIMENT

In contrasting a kind of place with a kind of hypertext, we need to remember that our embodiment, our being-in-place, is
far stronger and denser than our being-in-texts, even though places can be seen as a kind of text-ure. Being in position
and being oriented in place can be oppressive or liberating in ways that text cannot manage. (The two may tend to
come together as texts become multimedia and then mutate toward virtual realities.) Because embodiment is
unavoidable (even virtual places are such because they offer some analogue to embodiment), design in the traditional
sense remains very important amid all the talk about linkage and virtualities.

NEW CONNECTIONS

Many hypertext implementations that are richer in features than the Web make use of link servers, so that
different sets of links can be set up on the same base text. Most of these are only laboratory demonstration
projects, but there are some annotation services that let readers add comments or links to web pages, though
the results are available only to those who subscribe to the same link servers. While link servers enrich the
hypertextual features of texts, they tend to create individualized sets of links, which make it more difficult to
change normative textual connections for a community. What they can do is alter the idea of normative textual
connections, replacing them with published sets of links, some of which may become accepted and normative.

It is difficult to envision a place analogue to this process, because physical adjacency and architectural effects
are "there" whether or not they are intended. Their effects on my building and my activities are not intentional
links, nor are they avoidable. The car wash next door, or the threateningly large office building down the block,
cannot be wished away or made invisible by linking around them. On the other hand, physical adjacencies and
architectural effects provide possibilities for exploration and new connection in an intermediate zone between
invisibility and fully intentional linkage.

an intermediate zone  -> (<< background) TWO SPATIALITIES

VIRTUAL SPTIALITIES

It might seem that in virtual places there would be a collapse of the distinction between physical proximity and
intentional linkage. The grammatical place-connections would be the same as the virtual spatial connections
establishing the virtual world. However, this is not so; the distinction does hold for virtual places, because a
virtual place does not have to occupy the whole of a virtual area. It's true that the underlying connections in a
virtual world are intentionally designed, but that does not make them the same as the normative or grammatical
connections that select out certain areas within that virtual world as parts of a socially grammatized place.

For instance, if a virtual world made available virtual real estate for development, my virtual place could find
itself next to new places outside my control -- I didn't want a virtual McDonald's next door -- and this would affect
the meaning of my place and also allow non-grammatical explorations and connections, just as happens in
physical space.

a collapse of the distinction  -> (<< background) MEANING AND INTENTION

select out certain areas  -> (<< background) RHETORICAL CONNECTIONS
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App.1.1.1. Mapp of the hypertext

suburbs

more complex that appears locally

other parallels

the two kinds of spatialities

meaning is created by adjacency

PARALLEL AND NOT

possibilities that exceed

the motions of people’s lives

PLACES IN GENERAL

horizons of possibilities

HORIZONS
parallel between suburbs and hypertexts

OTHER PARALLELS

physical proximity

an overtone of meaning

that begin

TWO SPATIALITIES

in a hypertext

physical space

virtual space

intentional meaning and effects

meaning by contiguity

MEANING AND INTENTION

no unavoidable and uncontrollable…

particular rhetorical effects

or virtual

reader make new connections

CHANGING CONNECTIONS

intentional connections

RHETORICAL CONNECTIONS

itineraries of your or my particular life

TRAVELS AND NEW PATHS
uncontrollably next-door

physical availability

KINDS OF ADJACENCIES

EMBODIMENT

an intermediate zone

NEW CONNECTIONS

a collapse of the distinction

select out certain areas

VIRTUAL SPATIALITIES
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App.1.2. Analysis of the relations between paragraphs within a node

PARALLEL AND NOT

We can make, but also qualify, a parallel between suburbs and hypertexts, as a way of emphasizing that the
meaning of a given chunk of suburban building or real estate usually depends on its linkages to distant items.
The basic comparison with hypertext is that the form of the text is not the same as the form visible on any one
page or screen. It reaches beyond, just as form of the suburb is not the same as the immediately visible
spatial connections. Immediate architectural form is not the same as the place form of suburban locations,
because they reach out beyond the local horizon, and form wholes and networks that are not architecturally
obvious. We are not sure how to express this linkage architecturally, and most suburban architectural types
celebrate isolation rather than connection.

The parallel is useful, because the armature of links in a hypertext creates a "spatiality" that has more complex
interrelations and dimensions than linear one-thing-after-another of physical space, or of pages in a novel. The
analogy with hypertext shows how the reality of a suburb can be more complex than appears locally, with
more dimensions of movement and connection. There are other parallels as well. But the parallel between
hypertext and suburbs is not perfect, for a number of reasons. The most important difference has to do with
the two kinds of spatialities formed by grammatical and spatial connection. This also has to do with the way
meaning is created by adjacency.

ELABORATRION

The point of the specific comparison of suburbs and hypertexts is to emphasize that the being of a suburb is
not exhausted by its immediate visible vicinity. There are so many pictures of ghastly uniform suburbs
stretching off to infinity, and I don't mean to deny such spiritless repetition and uniformity. But I do mean to say
that that ghastly aspect is not the whole reality of the suburbs being viewed, that the motions of people's lives
and the networks that intersect the visible array make of the suburb a more complex place. We need to learn
how to mitigate the ghastly aspects by making those complexities and connections and networks more salient
in everyday experience.

PLACES IN GENERAL

The parallel between suburbs and hypertexts can be generalized to a parallel between linkage and
connection in any place and any text. Places, of whatever kind, and texts, hyper or not, get their unity through
sets of meaning connections some of which are made normative. Both places and texts have their normative
grammar(s) within fields of possibilities that exceed that grammar and which that grammar cannot control.
Both places and texts exist as structures embedded within an ongoing process of re-creation and re-
interpretation. ELABORATION

HORIZONS

What something is revealed to be, what it means, depends on the horizon of possibilities (actions, inferences,
things it might have been or done, etc.) within which it stands in contrasts. Explicit hypertext links are part of
that standing within the horizon, but the items a text chunk, or a region of a place, are linked to stand close
by, surrounded by a farther horizon. We can distinguish a variety of horizons for a thing, for a text, for a
hypertext, for a suburban building, or for part of any place:

• items the thing or place or textual fragment is linked to explicitly (the factory in the next town, the
head bank, the vacation home, other parts of a machine, matching items (tables with chairs),
grammatical connections, explicit textual references, and so on.)

• the horizon visible behind these closely linked items. In places this is still mostly the result of design

• "farther out": the phenomenological horizon that is not a visible object linked to, not a visible object
since it is composed of absences linked by rules of possibility

• the wilder possibilities that are on that horizon but not according to rules, that break or bend or defy
rules

• nearby adjacencies, not themselves necessarily designed for contrast but standing in contrasts that
will influence meaning and affect function

• the space of possible routes toward the horizon: other ways of reading the text or acting in the
space, either according to the rules or running against them

• the contour of meaning surrounding this text or this place or this action, as a relatively definite
perspectival construct out of surrounding possibilities.

ELABORATION

OTHER PARALLELS

There are other parallels between suburbs and hypertexts that could be discussed: issues of diversity, issues of
justice, as the rich (in resources or links or attention) get richer, the need to open walls and gates, the need to see
current structures (and walls, and links, as well as open spaces) as effects within a larger field that they don't rule
over. There are also issues having to do with space and time (collage and montage) in both suburbs and hypertext
design, issues of density and complexity, timing, and availability, the need for multiple maps that deny any single
Official map, and, finally the way that multiple borders effect different unities, breaking down the community or textual
analogues to the nation state that grabs and demands to supervise all borders.
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TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense
that geographies or trajectories of action do one phase here and another phase there. For instance in an
auditorium the stage and the audience area are "next to" one another in terms of action definitions even
though they may be physically separated by the orchestra pit, or, in a large office building two offices on
different floors may be "next to" one another for a sequence of actions that are done first here then there.

But in addition to grammatical next-to-ness, there is normal physical proximity. This may or may not be
grammatically important, but it will have meaning effects. The office just next door to mine may be "miles
away" in terms of its function, so that trajectories of action that pass through my office never go through the
one next door, but because the two offices are physically adjacent, other kinds of interaction will develop.
Even if the employees never eat lunch together, or never speak to one another, the contrast between the two
offices will still function as an overtone of meaning on their official grammatical places. Physical connection
also allows the exploration of new kinds of relations that begin outside of grammatical links.

In a hypertext the difference between these two kinds of connection collapses because the only connections
are the links. In that sense, while the hypertext can be a useful analogue for pointing out the presence of the
distant in the near, and the ways in which suburbs violate the expectations of visible architectural unity,
suburbs are in fact a more complex kind of object because their physicality provides another mode of access
and another kind of connection/unity.

ENUMERATION

CONTRAST

SIMILARITY

MEANING AND INTENTION

What makes the "spatiality" or connectivity of a hypertext different from a suburb is that in the hypertext all
connections are intentional. Links are made. There is no parallel to the chance juxtapositions and chance
meaning effects that occur in physical space (and could occur in a large enough virtual space). So all
hypertext connections take on intentional meaning and effects.

If I build a McDonalds next to a music store, I may have no intention that the relation between the two be
meaningful. The site for my restaurant became available through causes that have nothing to do with the
adjacent music store. However, though unintended, the association and contrast of the two will still be
meaningful. Philosophers from Hobbes to Derrida have pointed out that there is no stopping the generation of
meaning by contiguity. Such meaning effects may not have been specially intended, nor need they be taken
as rhetorically or normatively important (unless the local store owner wants to use them in some way, perhaps
for publicity). But the effects will be there nonetheless.

On the other hand, in a standard node-and-link hypertext, nothing is next to anything else until a link is
created. There are no unavoidable and uncontrollable adjacencies such as occur in physical space.

Yet, even in a hypertext, we do have to distinguish between links that are intentional and which, though they
have some meaning effects, had been made for other purposes, perhaps to ease navigation, from links that
have particular rhetorical effects, and both of these need to be distinguished from links that are normatively
important.

Suburbs are more like established texts with normative readings. But our places are never totally set, in part
because of spatial possibilities exceed any link or normative structure. In addition, some contemporary places
are becoming especially fluid, made on the fly, more like temporary work groups than the settled institutions.

ENUMERATION

SIMILARITY

CONTRAST

CONTRAST

CONTRAST

SIMILARITY

CONTRAST

CHANGING CONNECTIONS

Because items in (physical or virtual) places are available independently of their normative grammatical
connections, those connections can be altered by patterns of action that develop new accesses and
connections. Living in the suburb can change its connections and grammatical norms. Such flexibility is harder
to find in a hypertext, where there is no way to other parts of the text except through intentionally established
connecting links. Neither on the web nor in separately published hypertexts can the reader make new
connections that will be publicly available.

In the suburb, some intentional links are carried in quasi-permanent pipes (highways, wiring, conduits), while
others exist in alterable habits and practices. Of course the fixed pipes such as highways can carry many
different kinds of connections at once, or over time, and their existence will encourage certain kinds of
connections and discourage others.

A communally created hypertext might be arranged to receive added links, so that there would not be a single
permanent armature but an ongoing process of linking. In this case some mechanism would have to be set up
for the elimination of links, or at least for their grouping into separate path sets, or else the text would become
so cluttered that its links would be useless. (Such a text would be one way of emphasizing the non-finality of
structure and embeddedness of formal systems within a process of reinterpretation.)

We are more used to the change of connections over time in physical space, though sometimes the relative
permanence of physical adjacencies and architectural effects can fool us into thinking that a place's meaning
and use are more stable than they really are.

CONTRAST

CONTRAST

SIMILARITY

CONTRAST

CONTRAST
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RHETORICAL CONNECTIONS

It is not the same to say that a connection is meaningful, or that it is intentional, or that it creates a rhetorical
effect, or that it is normative.

Each of these can each be true without the others being true. Meaningful connections need not be intentional,
rhetorical effects need not be normative, meaningful connections might not have any noticeable rhetorical
effect, and so on. A major distinction lies between normativity and the other terms. Norms legitimize a
selection from among possible or actual meaningful, rhetorical, or intentional connections.

Place grammars legitimize only certain kinds of actions and connections and divisions in the place. But all
grammars remain surrounded by wilder possibilities and connections.

In a hypertext it may be that there are many links, but only some of them are normative: these might be
suggested or even forced by the author, with the others remaining as a reserve for further exploration. But
whether or not the authorial links are so divided, there will always be yet other unlinked potential connections,
as there are in any text, which have their effects as you travel on the links. Echoes and contrasts will happen
even among items that are not linked.

Despite this excess, we cannot do without normative connections. Echoes and similarities and contrasts will
have their effects whether or not there are explicit links. But there still have to be specific links, because if
everything links to everything, or nothing links to anything, the echoes and contrasts will themselves have
nothing to work against and with, and this will neutralize their effects. Although a given definition will never
succeed in dominating the flow of meaning, if there were no place for a horizon to form around, there would
be no way to distinguish any of the infinite echoes. We cannot read "the general text." The space of
difference cannot be made to purely appear, since appearance is always as something definite against the
space of difference.

CONCESSION CONCESSION

ELABORATION

ELABORATION

ELABORATION

ELABORATION

ENUMERATION

TRAVELS AND NEW PATHS

Here is one problematic aspect to the comparison of place linkage and hypertext linkage: In a hypertext there
is the structure of the set of links in the text, and there is also the envisioned structure and history created on
the occasion of a particular reading of the text. The link structure provides possible paths but not an actual
journey. Some literary hypertext theorists argue that it is the unique event of a particular reading, which
creates "the text." I find this view unsatisfactory for the same reasons that it would be unsatisfactory to argue
that a symphony or a play exists uniquely in each performance and not also in the score or script. The full
reality of the work must involve both, so that each can provide ways to criticize the other. A performance of a
play or a reading of a hypertext could be inadequate to what is there in the text; on the other hand a script
could be unperformable, or a hypertext structure so convoluted that it was unreadable.

The point in relation to suburbs is that a suburban place is structured by its skein of normative connections,
not just by the itineraries of your or my particular life in the suburbs, which will actualize only some of the
"built-in" connections. However, as with texts, each may be used to criticize the other: my daily life might not
take adequate advantage of the connections available, or, as too often happens, the poverty of daily living
might show up the thinness of the normative connections. As with art, density of available connection is
important for the richness of life.

SIMILARITY

KINDS OF ADJACENCIES

Books provide an intermediate case for two kinds of connection. Parts of the book will be "linked" by
intentional connection to distant parts: one page may contain a reference to a distant page, or a sentence
contain a footnote number linking to note in the back of the book. Then there is the linear sequence of
materials from page to page, which is both a physical and an intentional connection. There is, also, the
physical availability of the pages at the edge of the book; I can stick my finger in two-thirds of the way
through, or turn thirty pages at once to see what comes up; this allows abrupt non-intentional juxtapositions of
different parts of the book, somewhat like finding something uncontrollably next-door to where you build.

Hypertexts seldom have any analogue to this physical availability, though something like it can be built in, for
instance, by providing a map of the hypertext that allows one to jump to another part of the text without
following any intentional link. Such maps are, however, labelled, so that the jump is not quite as unintentional
as jumping through book pages might be.

Something more like the abrupt non-intentional adjaciencies of physical space could be built into a hypertext
by introducing randomized contacts, or a skein of built-in connectors independent of meaning or order of
creation, etc. Such connectors could be random, or partly intentional, as in a library or bookstore where there
is some order but unexpected encounters can still happen.

Or, there could be automatic link creation. There is another paradigm of hypertext, not as linked chunks of
text, but as fields of text from which search engines and algorithms create links on the fly depending on user
interest. For instance, imagine software that watches what you are writing and adds links to other texts based
on statistics about your use of words, or questions you ask in the text, or metaphors you create. We don't
have intelligent enough software to do this well, though there are beginnings in some proposals for extending
the capabilities of the Web, and there have been demonstrations of such link-on-the-fly programs. This type of
hypertext does not have a fixed armature of links made intentionally by an author, though its links do represent
priorities that were jointly set up by the authors of the software and observations of the behaviour of the users.
(It is possible, of course, that such a system might suggest a link based on regularities in my writing or word
use that I was totally unaware of and might find very helpful.)

SIMILARITY

CONTRAST

ALTERNATIVE

CONTRAST
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EMBODIMENT

In contrasting a kind of place with a kind of hypertext, we need to remember that our embodiment, our being-in-place,
is far stronger and denser than our being-in-texts, even though places can be seen as a kind of text-ure. Being in
position and being oriented in place can be oppressive or liberating in ways that text cannot manage. (The two may
tend to come together as texts become multimedia and then mutate toward virtual realities.) Because embodiment is
unavoidable (even virtual places are such because they offer some analogue to embodiment), design in the traditional
sense remains very important amid all the talk about linkage and virtualities.

NEW CONNECTIONS

Many hypertext implementations that are richer in features than the Web make use of link servers, so that
different sets of links can be set up on the same base text. Most of these are only laboratory demonstration
projects, but there are some annotation services that let readers add comments or links to web pages, though
the results are available only to those who subscribe to the same link servers. While link servers enrich the
hypertextual features of texts, they tend to create individualized sets of links, which make it more difficult to
change normative textual connections for a community. What they can do is alter the idea of normative
textual connections, replacing them with published sets of links, some of which may become accepted and
normative.

It is difficult to envision a place analogue to this process, because physical adjacency and architectural effects
are "there" whether or not they are intended. Their effects on my building and my activities are not intentional
links, nor are they avoidable. The car wash next door, or the threateningly large office building down the block,
cannot be wished away or made invisible by linking around them. On the other hand, physical adjacencies and
architectural effects provide possibilities for exploration and new connection in an intermediate zone between
invisibility and fully intentional linkage.

CONTRAST

VIRTUAL SPTIALITIES

It might seem that in virtual places there would be a collapse of the distinction between physical proximity and
intentional linkage. The grammatical place-connections would be the same as the virtual spatial connections
establishing the virtual world. However, this is not so; the distinction does hold for virtual places, because a
virtual place does not have to occupy the whole of a virtual area. It's true that the underlying connections in a
virtual world are intentionally designed, but that does not make them the same as the normative or
grammatical connections that select out certain areas within that virtual world as parts of a socially
grammatized place.

For instance, if a virtual world made available virtual real estate for development, my virtual place could find
itself next to new places outside my control -- I didn't want a virtual McDonald's next door -- and this would
affect the meaning of my place and also allow non-grammatical explorations and connections, just as happens
in physical space.

ELABORATION
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App.1.3. Analysis of relations between text spans within a paragraph of a node

PARALLEL AND NOT

1.a.1
We can make, 

1.a.2
but also qualify, a parallel between suburbs and hypertexts, 

1.b
as a way of

emphasizing that the meaning of a given chunk of suburban building or real estate usually depends on its

linkages to distant items. 
2

The basic comparison with hypertext is that the form of the text is not the same as

the form visible on any one page or screen. 
3.a

It reaches beyond, 
3.b

just as form of the suburb is not the same

as the immediately visible spatial connections. 
4.a

Immediate architectural form is not the same as the place

form of suburban locations, 
4.b.1

because they reach out beyond the local horizon, 
4.b.2

and form wholes and

networks that are not architecturally obvious. 
5.a

We are not sure how to express this linkage architecturally,
5.b

and most suburban architectural types celebrate isolation rather than connection.

The parallel is useful, because the armature of links in a hypertext creates a "spatiality" that has more complex
interrelations and dimensions than linear one-thing-after-another of physical space, or of pages in a novel. The
analogy with hypertext shows how the reality of a suburb can be more complex than appears locally, with more
dimensions of movement and connection. There are other parallels as well. But the parallel between hypertext
and suburbs is not perfect, for a number of reasons. The most important difference has to do with the two kinds
of spatialities formed by grammatical and spatial connection. This also has to do with the way meaning is
created by adjacency.

Suburbs <<ELABORATION<< PLACES IN GENERAL

1.a.1) We can make a
parallel between suburbs
and hypertexts,

1.a.2) but also qualify

2) The basic comparison
with hypertext is that the
form of the text is not the
same as the form visible
on any one page or
screen.

3.a) It reaches beyond,

4.a)
Immediate
architectural
form is not the
same as the
place form of
suburban
locations,

4.b.1) because they reach
out beyond the local
horizon,

5.a) We are not sure how
to express this linkage
architecturally,

4.b.2) and form wholes
and networks that are not
architecturally obvious.

5.b) and most suburban
architectural types
celebrate isolation rather
than connection.

3.b) just as
form of the
suburb is not
the same as
the
immediately
visible spatial
connections.

1.b) as a way of
emphasizing that the
meaning of a given chunk of
suburban building or real
estate usually depends on
its linkages to distant items.

CAUSE

SIMILARITY

ARGUM

ELABORATION

ELABORATION

ELABORATION

ENUMERATIO

ENUMERATIO

ENUMERATIO

ELABORATION
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PARALLEL AND NOT

We can make, but also qualify, a parallel between suburbs and hypertexts, as a way of emphasizing that the
meaning of a given chunk of suburban building or real estate usually depends on its linkages to distant items.
The basic comparison with hypertext is that the form of the text is not the same as the form visible on any one
page or screen. It reaches beyond, just as form of the suburb is not the same as the immediately visible spatial
connections. Immediate architectural form is not the same as the place form of suburban locations, because
they reach out beyond the local horizon, and form wholes and networks that are not architecturally obvious. We
are not sure how to express this linkage architecturally, and most suburban architectural types celebrate
isolation rather than connection.

1.a
The parallel is useful, 

1.b
because the armature of links in a hypertext creates a "spatiality" that has more

complex interrelations and dimensions than linear one-thing-after-another of physical space, or of pages in a

novel. 
2

The analogy with hypertext shows how the reality of a suburb can be more complex than appears

locally, with more dimensions of movement and connection. 
3

There are other parallels as well. 
4

But the parallel

between hypertext and suburbs is not perfect, for a number of reasons. 
5

The most important difference has to

do with the two kinds of spatialities formed by grammatical and spatial connection. 
6

This also has to do with the
way meaning is created by adjacency.

more complex that appears locally  <<ARGUMENT<< HORIZONS

other parallels <<ELABORATION<< OTHER PARALLELS

the two kinds of spatialities <<ARGUMENT<< TWO SPATIALITIES

meaning is created by adjacency <<ARGUMENT<< MEANING AND INTENTIONS

1.a) The parallel is
useful,

1.b) because the armature of
links in a hypertext creates a
"spatiality" that has more
complex interrelations and
dimensions than linear one-
thing-after-another of physical
space, or of pages in a novel.

2) The analogy with hypertext
shows how the reality of a
suburb can be more complex
than appears locally, with more
dimensions of movement and
connection.

3) There are other
parallels as well.

4) But the parallel
between hypertext
and suburbs is not
perfect, for a number
of reasons.

5) The most
important difference
has to do with the
two kinds of
spatialities formed
by grammatical and
spatial connection.

6) This also has to
do with the way
meaning is created
by adjacency.

ARGUM

ELABORATION

ELABORATION

ENUMERATIO

ENUMERATIO

CONCESS
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PLACES IN GENERAL

1
The parallel between suburbs and hypertexts can be generalized to a parallel between linkage and connection

in any place and any text. 
2

Places, of whatever kind, and texts, hyper or not, get their unity through sets of

meaning connections some of which are made normative. 
3

Both places and texts have their normative

grammar(s) within fields of possibilities that exceed that grammar and which that grammar cannot control. 
4

Both
places and texts exist as structures embedded within an ongoing process of re-creation and re-interpretation.

The point of the specific comparison of suburbs and hypertexts is to emphasize that the being of a suburb is not
exhausted by its immediate visible vicinity. There are so many pictures of ghastly uniform suburbs stretching off
to infinity, and I don't mean to deny such spiritless repetition and uniformity. But I do mean to say that that
ghastly aspect is not the whole reality of the suburbs being viewed, that the motions of people's lives and the
networks that intersect the visible array make of the suburb a more complex place. We need to learn how to
mitigate the ghastly aspects by making those complexities and connections and networks more salient in
everyday experience.

possibilities that exceed <<ELABORATION<< HORIZONS

1) The parallel
between suburbs
and hypertexts
can be
generalized to a
parallel between
linkage and
connection in any
place and any
text.

2) Places, of
whatever kind,
and texts, hyper
or not, get their
unity through sets
of meaning
connections some
of which are made
normative.

3) Both places and
texts have their
normative
grammar(s) within
fields of possibilities
that exceed that
grammar and which
that grammar cannot
control.

4) Both places
and texts exist
as structures
embedded
within an
ongoing
process of re-
creation and re-
interpretation.
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PLACES IN GENERAL

The parallel between suburbs and hypertexts can be generalized to a parallel between linkage and connection
in any place and any text. Places, of whatever kind, and texts, hyper or not, get their unity through sets of
meaning connections some of which are made normative. Both places and texts have their normative
grammar(s) within fields of possibilities that exceed that grammar and which that grammar cannot control. Both
places and texts exist as structures embedded within an ongoing process of re-creation and re-interpretation.

1
The point of the specific comparison of suburbs and hypertexts is to emphasize that the being of a suburb is

not exhausted by its immediate visible vicinity. 
2.a

There are so many pictures of ghastly uniform suburbs

stretching off to infinity, 
2.b

and I don't mean to deny such spiritless repetition and uniformity. 
3.a

But I do mean

to say that that ghastly aspect is not the whole reality of the suburbs being viewed, 
3.b

that the motions of

people's lives and the networks that intersect the visible array make of the suburb a more complex place. 
4

We
need to learn how to mitigate the ghastly aspects by making those complexities and connections and networks
more salient in everyday experience.

the motions of people’s lives <<BACKGROUND<< CHANGING CONNECTIONS

1) The point of the
specific comparison of
suburbs and hypertexts is
to emphasize that the
being of a suburb is not
exhausted by its
immediate visible vicinity.

2.a) There are so many
pictures of ghastly
uniform suburbs
stretching off to infinity,

2.b) and I don't mean to
deny such spiritless
repetition and uniformity.

3.a) But I do
mean to say
that that ghastly
aspect is not
the whole
reality of the
suburbs being
viewed,

3.b) that the
motions of
people's lives and
the networks that
intersect the
visible array make
of the suburb a
more complex
place.

4) We need to learn
how to mitigate the
ghastly aspects by
making those
complexities and
connections and
networks more salient
in everyday
experience.
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HORIZONS

1
What something is revealed to be, what it means, depends on the horizon of possibilities (actions, inferences,

things it might have been or done, etc.) within which it stands in contrasts. 
2.a

Explicit hypertext links are part of

that standing within the horizon, 
2.b

but the items a text chunk, or a region of a place, are linked to stand close

by, surrounded by a farther horizon. 
3

We can distinguish a variety of horizons for a thing, for a text, for a
hypertext, for a suburban building, or for part of any place:

• items the thing or place or textual fragment is linked to explicitly (the factory in the next town, the head bank,
the vacation home, other parts of a machine, matching items (tables with chairs), grammatical connections,
explicit textual references, and so on.)

• the horizon visible behind these closely linked items. In places this is still mostly the result of design

• "farther out": the phenomenological horizon that is not a visible object linked to, not a visible object since it is
composed of absences linked by rules of possibility

• the wilder possibilities that are on that horizon but not according to rules, that break or bend or defy rules

• nearby adjacencies, not themselves necessarily designed for contrast but standing in contrasts that will
influence meaning and affect function

• the space of possible routes toward the horizon: other ways of reading the text or acting in the space, either
according to the rules or running against them

• the contour of meaning surrounding this text or this place or this action, as a relatively definite perspectival
construct out of surrounding possibilities.

horizons of possibilities <<BACKGROUND<< RHETORICAL CONNECTIONS

1) What something is
revealed to be, what it
means, depends on the
horizon of possibilities
(actions, inferences,
things it might have been
or done, etc.) within which
it stands in contrasts.

2.a) Explicit hypertext
links are part of that
standing within the
horizon,

2.b) but the items a text chunk,
or a region of a place, are linked
to stand close by, surrounded by
a farther horizon.

3) We can distinguish a
variety of horizons for a
thing, for a text, for a
hypertext, for a suburban
building, or for part of any
place:

ELABORATION

BACKGROUND
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OTHER PARALLELS

1
There are other parallels between suburbs and hypertexts that could be discussed: 

2.a
issues of diversity, 

2.b.1
issues

of justice, 
2.b.2

as the rich (in resources or links or attention) get richer, 
2.c

the need to open walls and gates, the need to
see current structures (and walls, and links, as well as open spaces) as effects within a larger field that they don't rule

over. 
3.a

There are also issues having to do with space and time (collage and montage) in both suburbs and hypertext

design, 
3.b

issues of density and complexity, timing, and availability, 
3.c

the need for multiple maps that deny any single

Official map, 
3.d

and, finally the way that multiple borders effect different unities, breaking down the community or textual
analogues to the nation state that grabs and demands to supervise all borders.

parallel between suburbs and hypertexts <<ENUMERATION<< PARALLEL AND NOT

1) There are other parallels between
suburbs and hypertexts that could be
discussed:

2.a) issues of diversity,

2.b.1) issues of justice, 2.b.2) as the rich (in resources
or links or attention) get richer,

2.c) the need to open walls and gates,
the need to see current structures
(and walls, and links, as well as open
spaces) as effects within a larger field
that they don't rule over.

3.a) There are also issues having to
do with space and time (collage and
montage) in both suburbs and
hypertext design,

3.b) issues of density and complexity,
timing, and availability,

3.c) the need for multiple maps that
deny any single Official map,

3.d) and, finally the way that multiple
borders effect different unities,
breaking down the community or
textual analogues to the nation state
that grabs and demands to supervise
all borders.
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LIST

LIST

LIST

LIST

LIST
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TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense that
geographies or trajectories of action do one phase here and another phase there. For instance in an auditorium
the stage and the audience area are "next to" one another in terms of action definitions even though they may
be physically separated by the orchestra pit, or, in a large office building two offices on different floors may be
"next to" one another for a sequence of actions that are done first here then there.

But 
1

in addition to grammatical next-to-ness, there is normal physical proximity. 
2.a

This may or may not be

grammatically important, but 
2.b

it will have meaning effects. 
3.a.1

The office just next door to mine may be

"miles away" in terms of its function, 
3.a.2

so that trajectories of action that pass through my office never go

through the one next door, but 
3.b.1

because the two offices are physically adjacent, 
3.b.2

other kinds of

interaction will develop. 
4.a.1

Even if the employees never eat lunch together, 
4.a.2

or never speak to one

another, 
4.b

the contrast between the two offices will still function as an overtone of meaning on their official

grammatical places. 
5

Physical connection also allows the exploration of new kinds of relations that begin
outside of grammatical links.

In a hypertext the difference between these two kinds of connection collapses because the only connections are
the links. In that sense, while the hypertext can be a useful analogue for pointing out the presence of the distant
in the near, and the ways in which suburbs violate the expectations of visible architectural unity, suburbs are in
fact a more complex kind of object because their physicality provides another mode of access and another kind
of connection/unity.

physical proximity <<ELABORATION<< VIRTUAL SPATIALITIES

an overtone of meaning <<ELABORATION<< MEANING AND INTENTION

that begin <<ELABORATION<< TRAVELS AND NEW PATHS

1) (But) in addition
to grammatical
next-to-ness,
there is normal
physical proximity.

2.a) This may or
may not be
grammatically
important,

3.a.1) The
office just
next door
to mine
may be
"miles
away" in
terms of
its
function,

3.a.2) so
that
trajectorie
s of action
that pass
through
my office
never go
through
the one
next door,

3.b.1)
because the
two offices
are
physically
adjacent,

3.b.2)
(but) other
kinds of
interaction
will
develop.

4.a.1)
Even if the
employees
never eat
lunch
together,

4.a.2) or
never
speak to
one
another,

4.b) the
contrast
between the
two offices
will still
function as
an overtone
of meaning
on their
official
grammatical
places.

5) Physical connection also
allows the exploration of new
kinds of relations that begin
outside of grammatical links.
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TWO SPATIALITIES

Grammatical connections create an action space of linked areas that are "next to" one another in the sense that
geographies or trajectories of action do one phase here and another phase there. For instance in an auditorium
the stage and the audience area are "next to" one another in terms of action definitions even though they may
be physically separated by the orchestra pit, or, in a large office building two offices on different floors may be
"next to" one another for a sequence of actions that are done first here then there.

But in addition to grammatical next-to-ness, there is normal physical proximity. This may or may not be
grammatically important, but it will have meaning effects. The office just next door to mine may be "miles away"
in terms of its function, so that trajectories of action that pass through my office never go through the one next
door, but because the two offices are physically adjacent, other kinds of interaction will develop. Even if the
employees never eat lunch together, or never speak to one another, the contrast between the two offices will
still function as an overtone of meaning on their official grammatical places. Physical connection also allows the
exploration of new kinds of relations that begin outside of grammatical links.

1.a
In a hypertext the difference between these two kinds of connection collapses 

1.b
because the only

connections are the links. In that sense, 
2.a.1

while the hypertext can be a useful analogue for pointing out the

presence of the distant in the near, 
2.a.2

and the ways in which suburbs violate the expectations of visible

architectural unity, 
2.b

suburbs are in fact a more complex kind of object 
2.c

because their physicality provides
another mode of access and another kind of connection/unity.

in a hypertext <<ELABORATION<< KINDS OF ADJACENCIES

1.a) In a
hypertext the
difference
between these
two kinds of
connection
collapses

1.b)
because
the only
connectio
ns are
the links.

2.b) (In that
sense,)
suburbs are in
fact a more
complex kind of
object

2.c) because their
physicality
provides another
mode of access
and another kind
of
connection/unity.

2.a.1) while the
hypertext can
be a useful
analogue for
pointing out the
presence of the
distant in the
near,

2.a.2) and the
ways in which
suburbs violate
the
expectations of
visible
architectural
unity,
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MEANING AND INTENTION

1
What makes the "spatiality" or connectivity of a hypertext different from a suburb is that in the hypertext all

connections are intentional. 
2

Links are made. 
3.a

There is no parallel to the chance juxtapositions and chance

meaning effects that occur in physical space 
3.b

(and could occur in a large enough virtual space). 
4

So all
hypertext connections take on intentional meaning and effects.

If I build a McDonalds next to a music store, I may have no intention that the relation between the two be
meaningful. The site for my restaurant became available through causes that have nothing to do with the
adjacent music store. However, though unintended, the association and contrast of the two will still be
meaningful. Philosophers from Hobbes to Derrida have pointed out that there is no stopping the generation of
meaning by contiguity. Such meaning effects may not have been specially intended, nor need they be taken as
rhetorically or normatively important (unless the local store owner wants to use them in some way, perhaps for
publicity). But the effects will be there nonetheless.

On the other hand, in a standard node-and-link hypertext, nothing is next to anything else until a link is created.
There are no unavoidable and uncontrollable adjacencies such as occur in physical space.

Yet, even in a hypertext, we do have to distinguish between links that are intentional and which, though they
have some meaning effects, had been made for other purposes, perhaps to ease navigation, from links that
have particular rhetorical effects, and both of these need to be distinguished from links that are normatively
important.

Suburbs are more like established texts with normative readings. But our places are never totally set, in part
because of spatial possibilities exceed any link or normative structure. In addition, some contemporary places
are becoming especially fluid, made on the fly, more like temporary work groups than the settled institutions.

physical space <<BACKGROUND<< EMBODIMENT

virtual space << ELABORATION<< VIRTUAL SPATIALITIES

intentional meaning and effects <<ELABORATION<< RHETORICAL CONNECTIONS

1) What makes the
"spatiality" or
connectivity of a
hypertext different
from a suburb is that
in the hypertext all
connections are
intentional.

2) Links are made.

3.a) There is no
parallel to the
chance
juxtapositions and
chance meaning
effects that occur in
physical space

3.b) (and
could
occur in a
large
enough
virtual
space).

4) So all
hypertext
connections
take on
intentional
meaning and
effects.
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MEANING AND INTENTION

What makes the "spatiality" or connectivity of a hypertext different from a suburb is that in the hypertext all
connections are intentional. Links are made. There is no parallel to the chance juxtapositions and chance
meaning effects that occur in physical space (and could occur in a large enough virtual space). So all hypertext
connections take on intentional meaning and effects.

1.a
If I build a McDonalds next to a music store, 

1.b
I may have no intention that the relation between the two be

meaningful. 
2

The site for my restaurant became available through causes that have nothing to do with the

adjacent music store. 
3

However, though unintended, the association and contrast of the two will still be

meaningful. 
4

Philosophers from Hobbes to Derrida have pointed out that there is no stopping the generation of

meaning by contiguity. 
5.a.1

Such meaning effects may not have been specially intended, 
5.a.2

nor need they be

taken as rhetorically or normatively important 
5.b

(unless the local store owner wants to use them in some way,

perhaps for publicity). 
6

But the effects will be there nonetheless.

On the other hand, in a standard node-and-link hypertext, nothing is next to anything else until a link is created.
There are no unavoidable and uncontrollable adjacencies such as occur in physical space.

Yet, even in a hypertext, we do have to distinguish between links that are intentional and which, though they
have some meaning effects, had been made for other purposes, perhaps to ease navigation, from links that
have particular rhetorical effects, and both of these need to be distinguished from links that are normatively
important.

Suburbs are more like established texts with normative readings. But our places are never totally set, in part
because of spatial possibilities exceed any link or normative structure. In addition, some contemporary places
are becoming especially fluid, made on the fly, more like temporary work groups than the settled institutions.

meaning by contiguity <<ELABORATION<< HORIZONS

1.a) If I
build a
McDonald
s next to a
music
store,

1.b) I may have
no intention
that the relation
between the
two be
meaningful.

2) The site for my
restaurant became
available through
causes that have
nothing to do with
the adjacent music
store.

3) However,
though
unintended, the
association and
contrast of the
two will still be
meaningful.

4) Philosophers from
Hobbes to Derrida
have pointed out that
there is no stopping
the generation of
meaning by
contiguity.

5.a.1) Such
meaning effects
may not have
been specially
intended,

5.a.2) nor need
they be taken
as rhetorically
or normatively
important

5.b) (unless the
local store
owner wants to
use them in
some way,
perhaps for
publicity).

6) But the
effects will be
there
nonetheless.
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MEANING AND INTENTION

What makes the "spatiality" or connectivity of a hypertext different from a suburb is that in the hypertext all
connections are intentional. Links are made. There is no parallel to the chance juxtapositions and chance
meaning effects that occur in physical space (and could occur in a large enough virtual space). So all hypertext
connections take on intentional meaning and effects.

If I build a McDonalds next to a music store, I may have no intention that the relation between the two be
meaningful. The site for my restaurant became available through causes that have nothing to do with the
adjacent music store. However, though unintended, the association and contrast of the two will still be
meaningful. Philosophers from Hobbes to Derrida have pointed out that there is no stopping the generation of
meaning by contiguity. Such meaning effects may not have been specially intended, nor need they be taken as
rhetorically or normatively important (unless the local store owner wants to use them in some way, perhaps for
publicity). But the effects will be there nonetheless.

On the other hand, 
1

in a standard node-and-link hypertext, nothing is next to anything else until a link is created.
2

There are no unavoidable and uncontrollable adjacencies such as occur in physical space.

Yet, even in a hypertext, we do have to distinguish between links that are intentional and which, though they
have some meaning effects, had been made for other purposes, perhaps to ease navigation, from links that
have particular rhetorical effects, and both of these need to be distinguished from links that are normatively
important.

Suburbs are more like established texts with normative readings. But our places are never totally set, in part
because of spatial possibilities exceed any link or normative structure. In addition, some contemporary places
are becoming especially fluid, made on the fly, more like temporary work groups than the settled institutions.

no unavoidable and uncontrollable adjacencies… << ELABORATION<< KINDS OF ADJACENCIES

1) (On the other
hand,) in a
standard node-
and-link hypertext,
nothing is next to
anything else until
a link is created.

2) There are no
unavoidable and
uncontrollable
adjacencies such
as occur in
physical space.

ELABORATION
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MEANING AND INTENTION

What makes the "spatiality" or connectivity of a hypertext different from a suburb is that in the hypertext all
connections are intentional. Links are made. There is no parallel to the chance juxtapositions and chance
meaning effects that occur in physical space (and could occur in a large enough virtual space). So all hypertext
connections take on intentional meaning and effects.

If I build a McDonalds next to a music store, I may have no intention that the relation between the two be
meaningful. The site for my restaurant became available through causes that have nothing to do with the
adjacent music store. However, though unintended, the association and contrast of the two will still be
meaningful. Philosophers from Hobbes to Derrida have pointed out that there is no stopping the generation of
meaning by contiguity. Such meaning effects may not have been specially intended, nor need they be taken as
rhetorically or normatively important (unless the local store owner wants to use them in some way, perhaps for
publicity). But the effects will be there nonetheless.

On the other hand, in a standard node-and-link hypertext, nothing is next to anything else until a link is created.
There are no unavoidable and uncontrollable adjacencies such as occur in physical space.

Yet, 
1.a.1

even in a hypertext, we do have to distinguish between links that are intentional 
1.a.2

and which,
though they have some meaning effects, had been made for other purposes, perhaps to ease navigation,
1.a.1

from links that have particular rhetorical effects, 
1.b

and both of these need to be distinguished from links
that are normatively important.

Suburbs are more like established texts with normative readings. But our places are never totally set, in part
because of spatial possibilities exceed any link or normative structure. In addition, some contemporary places
are becoming especially fluid, made on the fly, more like temporary work groups than the settled institutions.

particular rhetorical effects <<BACKGROUND<< RHETORICAL CONNECTIONS

1.a.1) (Yet,) even
in a hypertext, we
do have to
distinguish
between links that
are intentional
from links that
have particular
rhetorical effects,

1.a.2) and which,
had been made
for other
purposes,
perhaps to ease
navigation,

1.b) and both of
these need to be
distinguished from
links that are
normatively
important.
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CHANGING CONNECTIONS

1.a
Because items in (physical or virtual) places are available independently of their normative grammatical

connections, 
1.b

those connections can be altered by patterns of action that develop new accesses and

connections. 
2

Living in the suburb can change its connections and grammatical norms. 
3.a

Such flexibility is

harder to find in a hypertext, 
3.b

where there is no way to other parts of the text except through intentionally

established connecting links. 
4

Neither on the web nor in separately published hypertexts can the reader make
new connections that will be publicly available.

In the suburb, some intentional links are carried in quasi-permanent pipes (highways, wiring, conduits), while
others exist in alterable habits and practices. Of course the fixed pipes such as highways can carry many
different kinds of connections at once, or over time, and their existence will encourage certain kinds of
connections and discourage others.

A communally created hypertext might be arranged to receive added links, so that there would not be a single
permanent armature but an ongoing process of linking. In this case some mechanism would have to be set up
for the elimination of links, or at least for their grouping into separate path sets, or else the text would become
so cluttered that its links would be useless. (Such a text would be one way of emphasizing the non-finality of
structure and embeddedness of formal systems within a process of reinterpretation.)

We are more used to the change of connections over time in physical space, though sometimes the relative
permanence of physical adjacencies and architectural effects can fool us into thinking that a place's meaning
and use are more stable than they really are.

or virtual <<ELABORATION<< VIRTUAL SPATIALITIES

reader make new connections <<ELABORATION<< NEW CONNECTIONS

1.a) Because
items in (physical
or virtual) places
are available
independently of
their normative
grammatical
connections,

1.b) those
connections
can be altered
by patterns of
action that
develop new
accesses and
connections.

2) Living in the
suburb can
change its
connections
and
grammatical
norms.

3.a) Such
flexibility is
harder to
find in a
hypertext,

3.b) where there is
no way to other
parts of the text
except through
intentionally
established
connecting links.

4) Neither on the web
nor in separately
published hypertexts
can the reader make
new connections that
will be publicly
available.
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RHETORICAL CONNECTIONS

It is not the same to say that a connection is meaningful, or that it is intentional, or that it creates a rhetorical
effect, or that it is normative.

1.a
Each of these can each be true 

1.b
without the others being true. 

2.a
Meaningful connections need not be

intentional, 
2.b

rhetorical effects need not be normative, 
2.c

meaningful connections might not have any

noticeable rhetorical effect, and so on. 
3

A major distinction lies between normativity and the other terms.
4

Norms legitimize a selection from among possible or actual meaningful, rhetorical, or intentional connections.

Place grammars legitimize only certain kinds of actions and connections and divisions in the place. But all
grammars remain surrounded by wilder possibilities and connections.

In a hypertext it may be that there are many links, but only some of them are normative: these might be
suggested or even forced by the author, with the others remaining as a reserve for further exploration. But
whether or not the authorial links are so divided, there will always be yet other unlinked potential connections,
as there are in any text, which have their effects as you travel on the links. Echoes and contrasts will happen
even among items that are not linked.

Despite this excess, we cannot do without normative connections. Echoes and similarities and contrasts will
have their effects whether or not there are explicit links. But there still have to be specific links, because if
everything links to everything, or nothing links to anything, the echoes and contrasts will themselves have
nothing to work against and with, and this will neutralize their effects. Although a given definition will never
succeed in dominating the flow of meaning, if there were no place for a horizon to form around, there would be
no way to distinguish any of the infinite echoes. We cannot read "the general text." The space of difference
cannot be made to purely appear, since appearance is always as something definite against the space of
difference.

intentional connections <<ELABORATION<< MEANING AND INTENTION

1.a) Each of
these can each
be true

1.b) without the
others being
true.

2.a)
Meaningful
connections
need not be
intentional,

2.b)
rhetorical
effects
need not
be
normative,

2.c) meaningful
connections
might not have
any noticeable
rhetorical
effect, and so
on.

3) A major
distinction lies
between
normativity and
the other terms.

4) Norms
legitimize a
selection from
among possible
or actual
meaningful,
rhetorical, or
intentional
connections.
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TRAVELS AND NEW PATHS

Here is one problematic aspect to the comparison of place linkage and hypertext linkage: In a hypertext there is
the structure of the set of links in the text, and there is also the envisioned structure and history created on the
occasion of a particular reading of the text. The link structure provides possible paths but not an actual journey.
Some literary hypertext theorists argue that it is the unique event of a particular reading, which creates "the
text." I find this view unsatisfactory for the same reasons that it would be unsatisfactory to argue that a
symphony or a play exists uniquely in each performance and not also in the score or script. The full reality of the
work must involve both, so that each can provide ways to criticize the other. A performance of a play or a
reading of a hypertext could be inadequate to what is there in the text; on the other hand a script could be
unperformable, or a hypertext structure so convoluted that it was unreadable.

1.a
The point in relation to suburbs is that a suburban place is structured by its skein of normative connections,

1.b
not just by the itineraries of your or my particular life in the suburbs, which will actualize only some of the

"built-in" connections. However, 
2.a

as with texts, 
2.b

each may be used to criticize the other: 
3.a

my daily life

might not take adequate advantage of the connections available, 
3.b

or, as too often happens, the poverty of

daily living might show up the thinness of the normative connections. 
4.a

As with art, 
4.b

density of available
connection is important for the richness of life.

itineraries of your or my particular life <<ELABORATION<< CHANGING CONNECTIONS

1.a) The point in
relation to suburbs is
that a suburban place
is structured by its
skein of normative
connections,

1.b) not just by the
itineraries of your or my
particular life in the
suburbs, which will
actualize only some of
the "built-in"
connections.

2.b)
However,
each may
be used to
criticize
the other:

2.a) as with texts,

3.a) my daily
life might not
take adequate
advantage of
the connections
available,

3.b) or, as too often
happens, the poverty of
daily living might show
up the thinness of the
normative connections.

4.b) density of
available
connection is
important for
the richness of
life.

4.a) As with art,
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KINDS OF ADJACENCIES

1
Books provide an intermediate case for two kinds of connection. 

2
Parts of the book will be "linked" by

intentional connection to distant parts: 
3.a

one page may contain a reference to a distant page, 
3.b

or a sentence

contain a footnote number linking to note in the back of the book. 
4

Then there is the linear sequence of

materials from page to page, which is both a physical and an intentional connection. 
5

There is, also, the

physical availability of the pages at the edge of the book; 
6.a

I can stick my finger in two-thirds of the way

through, 
6.b

or turn thirty pages at once to see what comes up; 
7.a

this allows abrupt non-intentional

juxtapositions of different parts of the book, 
7.b

somewhat like finding something uncontrollably next-door to
where you build.

Hypertexts seldom have any analogue to this physical availability, though something like it can be built in, for
instance, by providing a map of the hypertext that allows one to jump to another part of the text without following
any intentional link. Such maps are, however, labelled, so that the jump is not quite as unintentional as jumping
through book pages might be.

Something more like the abrupt nonintentional adjaciencies of physical space could be built into a hypertext by
introducing randomized contacts, or a skein of built-in connectors independent of meaning or order of creation,
etc. Such connectors could be random, or partly intentional, as in a library or bookstore where there is some
order but unexpected encounters can still happen.

Or, there could be automatic link creation. There is another paradigm of hypertext, not as linked chunks of text,
but as fields of text from which search engines and algorithms create links on the fly depending on user interest.
For instance, imagine software that watches what you are writing and adds links to other texts based on
statistics about your use of words, or questions you ask in the text, or metaphors you create. We don't have
intelligent enough software to do this well, though there are beginnings in some proposals for extending the
capabilities of the Web, and there have been demonstrations of such link-on-the-fly programs. This type of
hypertext does not have a fixed armature of links made intentionally by an author, though its links do represent
priorities that were jointly set up by the authors of the software and observations of the behavior of the users. (It
is possible, of course, that such a system might suggest a link based on regularities in my writing or word use
that I was totally unaware of and might find very helpful.)

uncontrollably next-door <<ELABORATION<< MEANING AND INTENTION
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KINDS OF ADJACENCIES

Books provide an intermediate case for two kinds of connection. Parts of the book will be "linked" by intentional
connection to distant parts: one page may contain a reference to a distant page, or a sentence contain a
footnote number linking to note in the back of the book. Then there is the linear sequence of materials from
page to page, which is both a physical and an intentional connection. There is, also, the physical availability of
the pages at the edge of the book; I can stick my finger in two-thirds of the way through, or turn thirty pages at
once to see what comes up; this allows abrupt non-intentional juxtapositions of different parts of the book,
somewhat like finding something uncontrollably next-door to where you build.

1.a
Hypertexts seldom have any analogue to this physical availability, 

1.b
though something like it can be built in,

for instance, by providing a map of the hypertext that allows one to jump to another part of the text without

following any intentional link. 
2.a

Such maps are, however, labelled, 
2.b

so that the jump is not quite as

unintentional 
2.c

as jumping through book pages might be.

Something more like the abrupt non intentional adjaciencies of physical space could be built into a hypertext by
introducing randomized contacts, or a skein of built-in connectors independent of meaning or order of creation,
etc. Such connectors could be random, or partly intentional, as in a library or bookstore where there is some
order but unexpected encounters can still happen.

Or, there could be automatic link creation. There is another paradigm of hypertext, not as linked chunks of text,
but as fields of text from which search engines and algorithms create links on the fly depending on user interest.
For instance, imagine software that watches what you are writing and adds links to other texts based on
statistics about your use of words, or questions you ask in the text, or metaphors you create. We don't have
intelligent enough software to do this well, though there are beginnings in some proposals for extending the
capabilities of the Web, and there have been demonstrations of such link-on-the-fly programs. This type of
hypertext does not have a fixed armature of links made intentionally by an author, though its links do represent
priorities that were jointly set up by the authors of the software and observations of the behavior of the users. (It
is possible, of course, that such a system might suggest a link based on regularities in my writing or word use
that I was totally unaware of and might find very helpful.)

physical availability <<ELABORATION<< EMBODIMENT
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EMBODIMENT

In contrasting a kind of place with a kind of hypertext, we need to remember that our embodiment, our being-in-place, is
far stronger and denser than our being-in-texts, even though places can be seen as a kind of text-ure. Being in position
and being oriented in place can be oppressive or liberating in ways that text cannot manage. (The two may tend to
come together as texts become multimedia and then mutate toward virtual realities.) Because embodiment is
unavoidable (even virtual places are such because they offer some analogue to embodiment), design in the traditional
sense remains very important amid all the talk about linkage and virtualities.
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NEW CONNECTIONS

Many hypertext implementations that are richer in features than the Web make use of link servers, so that
different sets of links can be set up on the same base text. Most of these are only laboratory demonstration
projects, but there are some annotation services that let readers add comments or links to web pages, though
the results are available only to those who subscribe to the same link servers. While link servers enrich the
hypertextual features of texts, they tend to create individualized sets of links, which make it more difficult to
change normative textual connections for a community. What they can do is alter the idea of normative textual
connections, replacing them with published sets of links, some of which may become accepted and normative.

1.a
It is difficult to envision a place analogue to this process, 

1.b
because physical adjacency and architectural

effects are "there" whether or not they are intended. 
2.a

Their effects on my building and my activities are not

intentional links, 
2.b

nor are they avoidable. 
3

The car wash next door, or the threateningly large office building

down the block, cannot be wished away or made invisible by linking around them. 
4

On the other hand, physical
adjacencies and architectural effects provide possibilities for exploration and new connection in an intermediate
zone between invisibility and fully intentional linkage.

an intermediate zone <<BACKGROUND<< TWO SPATIALITIES
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VIRTUAL SPTIALITIES

1
It might seem that in virtual places there would be a collapse of the distinction between physical proximity and

intentional linkage. 
2

The grammatical place-connections would be the same as the virtual spatial connections

establishing the virtual world. 
3

However, this is not so; 
4.a

the distinction does hold for virtual places,
4.b

because a virtual place does not have to occupy the whole of a virtual area. 
5.a

It's true that the underlying

connections in a virtual world are intentionally designed, 
5.b

but that does not make them the same as the
normative or grammatical connections that select out certain areas within that virtual world as parts of a socially
grammatized place.

For instance, if a virtual world made available virtual real estate for development, my virtual place could find
itself next to new places outside my control -- I didn't want a virtual McDonald's next door -- and this would affect
the meaning of my place and also allow non-grammatical explorations and connections, just as happens in
physical space.

a collapse of the distinction <<BACKGROUND<< MEANING AND INTENTION

select out certain areas <<BACKGROUND<< RHETORICAL CONNECTIONS
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APPENDIX 2

SUBJECTS’ RESPONSE FORMS FOR THE EMPIRICAL STUDY ON CCR

GRAPHIC RENDERING

This appendix gathers the eight response forms that were given to the
participants in the empirical study to select their preferred representational
options for each relation and to comment on them – see Chapter 8, § 8.1.2.

At the top of each form is an abstract definition of the relation in question.
Underneath a text example is provided that implements the relation, and
below it, the three representational options are listed. The thumbnails on the
left show two different stages of each animation, as a mnemonic help for the
subject. On the right there is room to express a choice and to write
comments.

The subjects were asked to carefully read the abstract definition of the
relation at the top of the page, to then read the example illustrating it, and to
say when they were ready to look at the animations on the screen. They
were then shown, one after the other, three animations respectively
corresponding to the three representational options associated with each
relation, and were asked to circle on the form the letter identifying the
animation that they preferred, if possible – but not necessarily – also
motivating the choice made (many motivated also why they excluded the
two options that didn’t choose).

As an example of what the subjects did, in Appendix 3 on CD-Rom, we
have scanned the response forms returned by the subject identified as n. x in
Table 8.2. - Chapter 8, § 8.1.6.

The following are the printouts of the electronic version in Add.3.4.
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